Algorithms and Data Structures

Exercise Session 5
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What is the fix though?



left < right solves the issue
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left=1, right=2,T=2
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What is the fix though?



| = mid + 1 solves the issue
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Fancy Binary Search aka Binary Lifting

int ans = 0O,
for (int k = /* some power of two */; k != 0; k /= 2) {
if (condition(ans + k)) {
ans += k;

https://codeforces.com/blog/entry/98934 ?#comment-876900



https://codeforces.com/blog/entry/98934?#comment-876900

Fancy Binary Search Applied in our Problem

int ans = 0;
int right = log2(FindUpperBound(N));
next = pow(2, ceil(log(right)/log(2)));

(int k = right; k !'= 0; k /= 2){

(f(ans + k) < N){
ans = ans + Kk;

ans + 1;



Exercise Sheet 5



Exercise 5.1  Sorting algorithms.

Below you see four sequences of snapshots, each obtained in consecutive steps of the execution of
one of the following algorithms: InsertionSort, SelectionSort, QuickSort, MergeSort, and
BubbleSort. For each sequence, write down the corresponding algorithm.

3 6 5 1 2 4 8 7 3 6 5 1 2 4 8 7
3 6 5 1 2 4 8 7 3 51 2 4 6 7 8
3 5 6 1 2 4 8 7 31 2 4 5 6 7 8
3 6 5 1 2 4 8 7 3 6 5 1 2 4 8 7
3 6 1 5 2 4 7 8 3 6 5 1 2 4 7 8




Exercise 5.2  Guessing an interval (1 point).
Alice and Bob play the following game:
« Alice selects two integers 1 < a < b < 200, which she keeps secret.
« Then, Alice and Bob repeat the following:
- Bob chooses two integers 0 < o/ < ¥/ < 201.

- Ifa=ad and b = V', Bob wins.

Ifa’ < aand b < U/, Alice tells Bob ‘my numbers are strictly between your numbers!”.
A previous version had the mistake that Alice gave information to Bob when a < o’ and
b < b, which has now been correctedtoa’ < aand b < V.

Otherwise, Alice does not give any clue to Bob.

(a) Bob claims that he has a strategy to win this game in 12 attempts at most. Prove that such a strategy
cannot exist.

Hint: Represent Bob’s strategy as a decision tree. Each edge of the decision tree corresponds to one of
Alice’s answers, while each leaf corresponds to a win for Bob.

Hint: After defining the decision tree, you can consider the sequence kg = 1 and k,, = 2k,,—1 + 2 for
n > 1, and prove that k,, = 3 - 2" — 2 foranyn € Ny = N U {0}. The number of vertices in the
decision tree should be related to k,,.

(b)* Can Bob have a strategy to win the game in 13 or 14 attempts?

Hint: Follow the same strategy as for (a). After defining the decision tree, try to analyse the number
of leaves in the decision tree corresponding to Bob’s strategy. The sequence {; = 1 and {,, = 2{,,_1 +1
for n > 1, for which you can prove ¢,, = 2™ — 1 for any n € N, might be helpful.
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Exercise 5.3  Building a Heap (1 point).

Recall that a binary tree is called complete if all of its layers are fully filled, except possibly the last layer,
which should be filled from left to right. A (max-)heap is a complete binary tree with the extra property
that for any node C' with parent P,

key(P) > key(C). (heap-condition)

In this exercise, we formally prove the correctness of the following algorithm from the lecture, which
adds a new node with key k to an existing, non-empty heap H. We will show that it performs at
most O(log n) comparisons between keys, where n is the number of nodes in the heap H, and that it
maintains the heap structure.

Algorithm 1 Heap insertion

function INSERT(H, k)
Add a new node N with key £ to the bottom layer of H, in the left-most free position. If the
bottom layer is full, instead create a new layer and add the node in the left-most position.
P < the parent of N
while key(P) < key(N) do > N violates the heap-condition
swap the keys of node IV and P.
N+ P
if NV is the root node then
stop
else
P < the parent of N

Let H be a heap consisting of n > 1 nodes, and let k¥ € N. Let H' be the data structure that results
from executing Insert(H, k).



(a) Prove that at most O(log n) comparisons between keys are performed in the execution of Insert(H, k).

Hint: After each iteration of the while-loop, what can you say about the depth of the node N ?



(b) Let Ntop be the final node considered by the algorithm. Prove that all nodes in H' with depth less
than or equal to depth(Ngiop) satisfy the heap-condition. (A node NV satisfies the heap-condition
if it is the root node, or otherwise if key(/N) < key(parent(N)).)

Hint: Use the fact that H was a heap before we inserted the new node. Consider separately the two
different reasons for the algorithm to terminate.



(c) Let Ngiop be the final node considered by the algorithm. Prove that all nodes in H’ with depth
strictly greater than depth(Ngop ) satisfy the heap-condition. Using (b), conclude that H' is a heap.

Hint: Let T be the depth of H'. Use induction to show that after t iterations of the while-loop, the
heap-condition is satisfied by all nodes with depth strictly greater thanT" — .

Hint: After swapping the keys of nodes N and P in an iteration of the while-loop, which nodes might
potentially no longer satisfy the heap-condition?



Exercise 5.4  Implementing abstract data types.

In the lecture, you saw how we can implement the abstract data type list with operations insert, get,
delete and insertAfter. In this exercise, the goal is to see how we can implement two other abstract
data types, namely the stack (german “Stapel”) and the queue (german “Schlange” or “Warteschlange”).
The abstract data type stack is, as the name suggests, a stack of elements. For a stack .S, we want to
implement the two following operations; see also Figure 1.

« push(z, S): Add = on top of the stack S.

« pop(S): Remove (and return) the top element of the stack S.

push

pop

Figure 1: Abstract data type stack
The abstract data type queue is a queue of elements. For a queue (2, we want to implement the following
two operations; see also Figure 2.
« enqueue(x, @): Add z to the end of Q.

« dequeue(Q): Remove (and return) the first element of Q.



(a) Which data structure from the lecture can be used to implement the abstract data type stack effi-
ciently? Describe for the operations push and pop how they would be implemented with this data
structure and what the run time would be.



<

dequeue

Figure 2: Abstract data type queue

-

enqueue




(b) Which data structure from the lecture can be used to implement the abstract data type queue effi-
ciently? Describe for the operations enqueue and dequeue how they would be implemented with
this data structure and what the run time would be.



Exercise 5.5  AVL trees (1 point).

(a) Draw the tree obtained by inserting the keys 3, 8, 6, 5, 2, 9, 1 and 0 in this order into an initially
empty AVL tree. Give also all the intermediate states after every insertion and before and after each
rotation that is performed during the process.
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(b) Consider the following AVL tree.

Draw the tree obtained by deleting 6, 12, 7 and 4 in this order from this tree. Give also all the
intermediate states after every deletion and before and after each rotation that is performed during
the process.






End Of Exercise Sheet 5



Draw the AVL tree that is obtained when inserting the keys 3,14,15,9,2,6,5
in this order into an empty tree






Draw the AVL tree that is obtained when inserting the keys 3,14,15,9,2,6,5
in this order into an empty tree

https://www.cs.usfca.edu/~qalles/visualization/AVLtree.html



https://www.cs.usfca.edu/~galles/visualization/AVLtree.html




Answering first
in a kahoot
match



https://create.kahoot.it/my-library/kahoots/all

Peer Grading

Exercise 5.2

While sending to me please include the group you received their

work in cc.

https://docs.google.com/spreadsheets/d/1owPs]sd9THBWInwFcVjK

CcOf _réndpGwwDKMDdwaCjM/edit?usp=sharing



https://docs.google.com/spreadsheets/d/1owPsJsd9THBWInwFcVjKCc0f_r6n4pGwwDKMDdwaCjM/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1owPsJsd9THBWInwFcVjKCc0f_r6n4pGwwDKMDdwaCjM/edit?usp=sharing

