
Algorithms and Probability
Exercise Session 9

https://n.ethz.ch/~ahmala/anw





Exam Problem from FS 2020



Minimum(Smallest) Enclosing Circle
the smallest enclosing circle is unique

for any set 𝑃 with |𝑃| ≥ 3, there exists a subset 𝑄 ⊆ 𝑃 with |𝑄| = 3 such that 𝐶(𝑃) = 𝐶
(𝑄). The points in 𝑄 determine 𝐶 uniquely.



Naive Algorithm
the smallest enclosing circle is unique

for any set 𝑃 with |𝑃| ≥ 3, there exists a subset 𝑄 ⊆ 𝑃 with |𝑄| = 3 such that 𝐶(𝑃) = 𝐶(𝑄). The points in 𝑄 determine 𝐶 uniquely.



Las Vegas Algorithm
the smallest enclosing circle is unique

for any set 𝑃 with |𝑃| ≥ 3, there exists a subset 𝑄 ⊆ 𝑃 with |𝑄| = 3 such that 𝐶(𝑃) = 𝐶(𝑄). The points in 𝑄 determine 𝐶 uniquely.



https://en.wikipedia.org/wiki/Smallest-circle_problem#Welzl's_algorithm

https://en.wikipedia.org/wiki/Smallest-circle_problem#Welzl's_algorithm


In Class Exercise

https://n.ethz.ch/~ahmala/anw/material/smallest_circle.pdf



Finding Duplicates
Given an array of integers.

How to find the duplicates?



Finding Duplicates II
Given a list of strings.

How to find the duplicates?



Sorting sometimes not possible
List Elements are large

=> Comparison is expensive

=> Memory Access is expensive



Hashing
Hash function h(k) : key -> index

h(string): string -> integer



Hashing
h is efficiently computable

h acts like a random variable



Hashing



Hashing

COLLISIONS



Let’s find the probability of a collision😊
Given n strings s_1, s_2, …., s_n

(i, j), 1 <= i, j <=n,  

If s_i and s_j are not the same but h(s_i) = h(s_j) holds then we have a collision

Find an upper bound for the expected number of collisions(assume all strings are 
different for your convenience)
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Bloom Filters

k hash functions

boolean array M[1,...,m] with size m

● Hash the element with k hash functions
● Check if all corresponding bits in M are 1. 

○ If any are 0, the element is definitely not in the set. 
○ If all are 1, the element is probably in the set (but there could be false positives).

● Set the bits at the resulting indices in M to 1.



Bloom Filters - Example



Bloom Filters - Example

COLLISIONS😭



Let’s find the probability of a collision😊
Given k hash functions and a boolean array M[1,2,...,m]

Find an upper bound for the expected number of collisions(assume all strings are different for 
your convenience)

During the insertion of the i-th element you get a collision iff M[h_j(s_i)] = 1 for all 1<=j<=k

First, find an upper bound for the probability of getting a collision during the process of s_i.

 



What happens if we increase the values of k and m?


