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Consider the following optimization problem

In red, we have convex hull of feasible
solutions. Red arrow shows direction 
of optimization. Blue vertices are 
optimal solutions, that give opt=1.

Since we cannot solve 0/1 optimization problems in general, usually we relax the problem
to the following form.

Since we relaxed the problem, the feasibility region got bigger (the green region).
The optimal value of the relaxed problem (the green points) is 3/2. Which is bigger 
than the integral optimal solution that was 1.

One of the successful ways to provide tighter relaxation is to use Cutting Plane methods.
In this method we generate additional linear constraints to make our feasibility region as 
tight as possible.  An example of cutting plane method are Chvatal- Gomory cuts.





Even more general type of cuts is the class of Split cuts.
In a split cut we "cut" our feasible region in two pieces by cutting it with 
a hyperplane, and then delete a strip "around" the hyperplane in a way 
to be sure that none of the integral solutions was deleted. The we take 
a DISJUNTION of these two parts, that is a convex hull of union of these 
sets. Let's see how such a cut could look like in our case.

Now we will try to construct a "strip" around the hyperplane  such that we
do not delete any of the integral solutions. Such a "strip" is shown below.

After deleting the strip we get two polytops P1 and P2 and we optimize over
convex hull of its union. The polytopes are defined in the following way.

Now we can draw P1 (in blue), P2 (in gray) and convex hull of its union (in purple).

One can see that purple region (obtained using split cut and DISJUNCTIVE PROGRAMMING)
is tighter that the green relaxation.


