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Abstract

Spatial information acquisition happens in large part through the visual sense. Studying visual attention and its connection to cognitive processes has been the interest of many research efforts in spatial cognition over the years. Technological developments have recently led to an increasing popularity of eye tracking methodology for investigating research questions related to Spatial Cognition, Geographic Information Science (GIScience) and Cartography. At the same time, eye trackers can nowadays be used as an input device for (cognitively engineered) user interfaces to geographic information. We provide an overview of the most recent literature advancing and utilizing eye tracking methodology in these fields, introduce the research papers in this special issue, and discuss challenges and opportunities for future research.
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1. Introduction

Spatial information acquisition happens in large part through the visual sense. We perceive space through our eyes, reason about the task at hand, and perform a visual search if we believe we need more information. Eye tracking allows us to measure an individual’s visual attention, yielding a rich source of information on where, when, how long, and in which sequence certain information in space or about space is looked at. Not surprisingly, eye tracking has become a popular method for investigating research questions related to Spatial Cognition, Geographic Information Science (GIScience), Cartography, and related fields (refer to the literature discussed in the following sections). This includes studies on how people interact with geographic information and studies on how space is perceived in decision situations. Knowledge of how people perceive space can help us, for instance, to design better maps and other spatial representations or to decide on the optimal placement of signage in indoor and outdoor environments. Last but not least, eye tracking enables us to enhance existing, or even create new cognitive models that describe and predict how humans behave in, and reason about space.

Recent technological developments in mobile eye trackers have opened up new perspectives for their use in spatial research by allowing for studies outside the research lab, adding the user’s location as another dimension of the data. The resulting data enable an analysis of complex spatial decision processes that include locomotion and visual exploration of the surroundings; pedestrian navigation is one example. Recent hardware developments have also introduced real-time processing capabilities fostering potential for novel interactive applications. Interaction principles based on the processing, interpretation, and reaction to the user's gaze are actively
investigated in human computer interaction (HCI) research. This includes gaze-based interfaces to geo-information in both desktop computer and mobile usage scenarios.

This introductory article to the Special Issue on “Eye Tracking for Spatial Research” aims to provide an overview of the most recent literature in the field. We summarize research on advancing and utilizing eye tracking methodology in human navigation and cognitive cartography (section 2), as well as on computational issues and gaze as an input modality to geographic information (section 3). An overview of the Special Issue is provided in section 4, before we close with an outlook on future challenges and opportunities in Eye Tracking for Spatial Research (section 5).
2. Eye Tracking and Spatial Cognition

The use of eye tracking in cognitive science is well-established, and the corpus of literature reporting on eye tracking studies is large. This section focuses on two important applications of eye tracking in spatial cognition – wayfinding (section 2.2) and cartography/geo-visualizations (section 2.3) – which mirrors the scope of the articles that were accepted for this Special Issue. We start with a general introduction on visual attention and cognitive processes (section 2.1).

2.1 Visual attention and cognitive processes

The deployment of visual attention as well as its response to changing conditions is coupled to our cognitive state. Eye movements allows us to track overt visual attention which is associated with a viewer’s point of gaze (Goldberg & Kotval, 1999). We are most interested in extracting information about fixations and their durations (Jacob & Karn, 2003), as these relatively steady eye movements indicate the regions of space subject to cognitive processing at the moment of fixation. This association between fixations and cognitive processing is known as the eye-mind assumption, posited by (Just & Carpenter, 1976). Redeploying visual attention to a new location is accomplished by saccades, the rapid movement of the eyes executed to reposition gaze. Saccades in natural visual scenes are controlled by the allocation of perceptual attention (Kowler et al., 1995), giving rise to the scanpath (Noton & Stark, 1971), the spatio-temporal sequence of fixations which provides a good depiction of the viewer’s visual processing of a scene (Yarbus, 1967). Figure 1 illustrates an example of a scanpath on a shaded relief.
When it comes to processing spatial information, which may mix textual and diagrammatic information, gaze data suggests that comprehension depends on the informational medium as well as on the ability of the individual (Hegarty & Just, 1993). Gaze fixation data can indicate how viewers integrate information from text and diagrams, e.g., reading text in increments before constructing a spatial mental model of the components with the aid of the diagram.

In general, visual attention is governed by goal-driven intent (e.g., see van Zoest & Donk, 2004), referred to as top-down attention. However, in the visual processing of a scene, there is interplay between top-down attentional shifts and bottom-up attention, drawn reflexively to spatial locations by external cues. While computational models of top-down attention employ schemas...
(e.g., Land & Tatler, 2009), most are based on bottom-up models of vision, concerned with stimulus-driven, saliency-based attention, e.g., see Borji and Itti (2013).

2.2 Visual attention during navigation and wayfinding

Navigation, an activity humans perform on a daily basis, can be seen as the combination of locomotion – a coordinated movement in the proximate environment – and wayfinding (the planning and decision-making necessary to reach a destination) (Montello, 2005). The decision situations faced during both, locomotion and wayfinding, require the agent to collect information about the environment. While humans can (and do) use several senses to acquire such knowledge through perception (Loomis et al., 2013), the visual sense is particularly interesting to study:

- Many wayfinding aids rely on visual information (e.g., maps, signage).
- Measuring visual attention is relatively easy, compared to measuring what the wayfinder perceives through other senses.
- Humans actively direct their visual sense (in contrast to, e.g., the vestibular or auditory sense). With eye tracking we therefore measure not only sensory input, but also the wayfinder’s information acquisition procedure.

Several models have been proposed describing the sub-processes involved in wayfinding. For example, Downs and Stea (1977) suggest that wayfinding consists of orientation, route choice, monitoring, and goal recognition. Aiming at a deeper understanding of how these sub-processes work, research in spatial cognition has used eye tracking technology to study the visual search processes during wayfinding.
Orientation, i.e., determining one’s position w.r.t. a reference frame, “involves integrating egocentric visual signals with spatial knowledge about the environment” (Gunzelmann et al., 2004, p. 208). It is sometimes also referred to as “self-localization” (Kiefer et al., 2014). Eye tracking studies revealed that participants trained for different orientation strategies will exhibit a different distribution of visual attention (Gunzelmann et al., 2004). In another orientation experiment, it was found that “eye movement patterns in the scenes with the most salient 3D landmarks […] tended to strongly focus around those landmarks.” (Peebles et al., 2007, p. 398f). Visual attention during landmark-based orientation was also the focus of the real-world study by Kiefer et al. (2014). They found that participants’ visual attention distribution and switches (w.r.t. to landmarks and symbols on a map) was related to task performance. Successful participants...
tended to focus on those map symbols helpful for the task and were able to correctly identify landmarks in the environment with symbols on the map. Given the importance of landmarks in wayfinding (Raubal & Winter, 2002), researchers have studied whether visual attention may be used as an indicator of what people estimate a good landmark (Viaene et al., 2016). Eye tracking can also be used to investigate how to best represent landmarks in a visual wayfinding aid, such as on a map (e.g., Franke & Schweikart, 2017, in this double issue) or in a pedestrian navigation system (e.g., Ohm et al., 2017, also in this double issue).

Figure 2 depicts a possible setup for a wayfinding study with eye tracking in the real world in which the participant needs to orient himself by identifying landmarks on an electronic map with landmarks in the environment. An analysis of the sequence (i.e., the scanpath) and the

Figure 3: Distribution of visual attention on a city panorama visualized as heatmap (created by a kernel density operation).
distribution of visual attention (refer to Figure 3 for an example) may provide insight into the wayfinder’s orientation strategy.

*Route choice*, i.e., determining which way to go, is a sub-process which does not necessarily require visual attention because it can be performed on a mental representation of the spatial environment (also called a “cognitive map”) (Golledge, 1999). In unfamiliar environments route planning and choice are often performed with a visual aid. One eye tracking study investigating route planning on metro maps is contained in this double issue (Netzel et al., 2017). Wiener et al. (2009) argue that wayfinding is often performed without survey, route, or destination knowledge (e.g., uninformed search, exploration). In this case, route choices are made incrementally, based on the visual features of the surroundings. Eye tracking experiments have investigated whether uninformed route choices can be predicted by the visual attention of a wayfinder (Wiener et al., 2012) or by the geometric properties of an urban space (Emo, 2012). For map-based wayfinding, it has been suggested that route planning and route choice are followed by a phase of *transformation and encoding* (Meilinger et al., 2006), or shortly: route learning. Visual attention during route learning from a map has, for instance, been studied by Brunyé and Taylor (2009).

*Monitoring*, i.e., ensuring that one is still following the correct route, is a sub-process for which the wayfinder necessarily needs to perceive the environment. Monitoring can be seen as a continuous and dynamic type of orientation (Rieser, 1999). For instance, taxi drivers – even though they are familiar with a city – will visually search for landmarks to confirm their expectations about the route (Spiers & Maguire, 2008). Monitoring is particularly relevant at crossroads, i.e., when the wayfinder needs to solve a decision problem based on the learned route.
Giannopoulos et al. (2014) propose a model for characterizing the complexity of such wayfinding decision situations and evaluate their model using eye tracking measures. In the second part of this double-issue, Wenczel et al. (2017) describe an eye tracking experiment investigating visual attention on landmarks while a wayfinder is following a memorized route.

*Goal recognition* can be seen as a specific type of monitoring, and the visual search processes are likely to be similar (though, to our best knowledge, this has not been studied with eye tracking yet).

A holistic understanding of human navigation includes also the understanding of visual attention during *locomotion*. How do humans visually scan the proximate space in order to move through it in an efficient and accident-free way (Foulsham et al., 2011)? Where do they look for avoiding obstacles (Franchak & Adolph, 2010)? The mode of transportation, such as car driving (Land & Lee, 1994) or bicycling (Vansteenkiste et al., 2013), naturally has a large influence on visual attention during locomotion. A challenge for eye tracking studies on navigation arises from the fact that wayfinding and locomotion “are generally components of an integrated system […] that can be separated only conceptually” (Montello, 2005, p.260). In realistic navigation scenarios, it may therefore be difficult to determine whether a particular fixation or saccade can be explained by locomotion, wayfinding or both.

### 2.3 Visual attention on maps and geo-visualizations

Maps and other geo-visualizations support not only wayfinding, but also other types of spatial and spatio-temporal tasks, such as comparing the population density of two countries, or learning
about the development of migration over time in the Northern hemisphere. Research on cartography and geo-visualizations has long had an interest in the cognitive principles of map creation, reading and understanding (i.e., “how maps work”, MacEachren, 1995), and how to design a geo-visualization that is cognitively adequate for a particular user or user group in a given context (Fabrikant & Lobben, 2009; Slocum et al., 2001). As maps are visual media, eye tracking seems an obvious and adequate methodology for supporting cartographers in the design process. While early work using eye tracking in cartography ranges back to the 1970s and 1980s (e.g., Castner & Eastman, 1984; Chang et al., 1985; Dobson, 1977; Steinke, 1987), we can nowadays draw from methodological work on how to apply eye tracking methodology in cartographic research and practice (e.g., Davies et al., 2015; Fabrikant et al., 2008), and – as can be seen from the following literature review – a rise in the use of eye tracking in cartography can be observed recently. A typical setup for a cartographic eye tracking study is shown in Figure 4.

Figure 4: Remote eye tracking study on a shaded relief.
The first type of application of eye tracking in cartography concerns the development of design guidelines for *static maps*. In this type of research, stimuli are typically created by varying one cartographic design variable systematically, or by changing the complete map design (see, e.g., Brodersen et al., 2001 for the latter). Gaze data are either used as aggregated measures which are then interpreted as an indicator for cognitive states (e.g., the duration of fixations as an indicator for cognitive load), or in an explorative way as gaze visualizations for explaining other dependent variables (e.g., completion times). Example studies include the comparison of label placement methods (Ooms et al., 2012b), the influence of color distance and font size on map readability (Brychtova & Çöltekin, 2016), the best visualization of elevation changes in bicycle maps (Brügger et al., 2016), the comparison of 2D and 3D visualizations (Liao et al., 2016; Popelka & Brychtova, 2013; Popelka & Doležalová, 2015), or the effects of saliency in weather maps (Fabrikant et al., 2010). Present-day eye tracking studies on maps are almost exclusively performed using digital displays. This was the motivation for the experiment reported by Incoul et al. (2015) who compared map viewing on digital displays and paper. Significantly more fixations per second were found on digital maps, but gaze distributions were similar.

The above-mentioned study on weather maps (Fabrikant et al., 2010) is also one of several investigating the influence of expertise on map viewing (see also Ooms et al., 2012a; Stofer & Che, 2014). This second type of approach – varying the *user group* of a map – is motivated by the insight that group differences play an important role in map usage (Slocum et al., 2001) which should be considered to ensure an effective cartographic communication process (Kraak, 2003).
Animated maps can be identified as a third research topic in eye tracking on maps. While on the one hand, animations may simply serve as an attention grabbing element, animations may on the other hand be used for conveying information on complex spatio-temporal phenomena (Andrienko et al., 2010), which includes spatial depictions in real-time surveillance (Maggi et al., 2016). Therefore, most eye tracking studies on animated maps follow one of two main purposes: 1) determining how an animation needs to be designed in order to effectively attract attention (e.g., regarding timing, Krassanakis et al. (2016), or regarding visual design, Dong et al. (2014)), or 2) investigating how map viewers understand animations (Opach et al., 2014). The evaluation of eye tracking data collected on animated stimuli can be more challenging than that from static stimuli since most vendors’ standard software packages do not support an automated analysis of visual attention on moving Areas Of Interest.

Even more challenging is the evaluation of eye tracking data collected in studies on interactive maps, including web maps. As argued by Ooms et al. (2015), the visible extent of an interactive map is dynamic, based on input by the user, and one usually wants to log all interactions and synchronize them with the eye tracking data. One research topic here is the interplay of user interaction and visual attention, such as the spatio-temporal similarity of mouse and gaze trajectories (Çöltekin et al., 2014) and the influence of panning on eye movements (Ooms et al., 2016). Eye movement analysis has also been proposed as part the methodologies for usability testing of interactive maps (Alaçam & Dalcı, 2009; Çöltekin et al., 2009), a promising approach for map and interface designers in practice and research.
3. Eye Tracking and Spatial Computation

Processing eye tracking data computationally can be a challenging task, and anyone using eye tracking in their research should have an understanding of the basic principles. A short introduction on computational methods for processing eye tracking data is provided in the following (section 3.1). Furthermore, we report on the use of eye tracking as an input modality in geographic human-computer interaction (section 3.2).

3.1 Computing with Eye Tracking Data

The goal of an eye tracker is to record gaze as it falls on objects of visual interest, often represented by 2D planar surfaces. Eye movements, as captured by eye tracking devices, are generally recorded in one of two ways: either by a head-mounted (also known as a mobile) eye tracker (refer to Figure 2) or by a table-mounted (known as a remote) eye tracker (refer to Figure 4). It is important to keep in mind the differing characteristics of both eye tracker types and the data each generates. With a head-mounted tracker, the user is free to look around their (3D) environment, which often contains multiple surfaces with which the gaze vector can intersect. The (2D) coordinates of the user’s eyes are mapped to the 2D coordinates of the tracker’s environment-facing camera. Often, to obtain gaze intersection points, surface planes in the environment need to be located, measured, and mapped to the eye tracker’s reference frame. In contrast, a table-mounted eye tracker can more readily map the user’s gaze because this tracker’s environment is usually constrained to a single plane, namely the computer monitor which the user is looking at, and to which the eye tracker has been calibrated. In either case, the eye
tracker’s output consists of 2D spatial coordinates of the user’s gaze as it moves from point to point over time.

Spatio-temporal eye movements, when expressed as raw gaze data, are generally processed into saccades and fixations via the following “gaze analytics” pipeline:

1. Denoising and filtering raw gaze data $g_i = (x_i, y_i, t_i)$, and classifying raw gaze into fixations, $f_i = (x_i, y_i, t_i, d_i)$, where the $(x_i, y_i)$ 2D coordinates indicate the position of the gaze point, or centroid of the fixation, with $t_i$ indicating the timestamp of the gaze point or fixation and $d_i$ the fixation’s duration,

2. collating fixation-related information for its subsequent statistical comparison,

3. interpreting and visualizing statistical tests conducted on processed data.

Classification of raw gaze data into fixations is often accomplished by filtering the raw data by a digital filter. One such filter, the Savitzky-Golay filter (Gorry, 1990; Savitzky & Golay, 1964) is used to differentiate the positional gaze signal into its velocity estimate. Gaze points with velocity over threshold are then considered saccades with the remaining points classified as fixations. Other methods of eye movement classification can be found in Holmqvist et al. (2011).

Complementing eye tracking data analysis is visualization of the spatio-temporal (dynamic) data. In their report, Blascheck et al. (2014) review the state-of-the-art in scanpath visualization. They note that for a typical scanpath visualization, each fixation is indicated by a circle (or disk), where the radius corresponds to the fixation duration. Saccades between fixations are represented by connecting lines between these circles. The connecting lines may include arrowheads and the fixation circles/disks may include numbers to indicate scanpath order. Beyond scanpaths,
Blascheck et al. classify visualization techniques for eye movement data into three categories: point-based, Area-Of-Interest (AOI)-based, and those using both. They further distinguish between animated and static, 2D and 3D, in-context and not in-context, as well as interactive and non-interactive visualizations. Finally, visualization techniques are classified as either temporal, spatial, or spatio-temporal.

3.2 Gaze-Based Interaction with Spatial Information

When we try to reach a destination, we often utilize digital assistance aids such as cartographic maps in order to facilitate decision-making. These assistance aids provide us with various pieces of information of our surroundings, often much more than we actually need. Optimizing the interaction with the spatial information provided by these assistance systems could eventually minimize the cognitive complexity during wayfinding and also increase performance, since the wayfinders would be able to extract the information they are seeking much easier and with less errors. For example, Rohs et al. (2007) introduced the dynamic peephole interaction for maps, helping the users during the interpretation of the acquired spatial information by putting the currently inspected map area into a larger spatial context. Although a wayfinder could benefit from such an interaction concept, it requires the user to alter her interaction routines with the map in order for the system to retrieve the currently inspected map area. This could be overcome by introducing further input sources. For instance, the user’s gaze could be utilized for the above interaction in order to retrieve the relevant map area. Over the last few years, several gaze-based approaches emerged, introducing gaze as a further source of information for easy, natural, and fast ways of interaction (Tanriverdi & Jacob, 2000).
The advancements in eye tracking technology allow for real-time gaze tracking that can be used to start an interaction dialog with a computer system, such as desktop and mobile interfaces. The user’s gaze can be directly utilized as an input method for explicit interaction, e.g., as a pointing device, or aggregated over a short period of time in order to enable implicit interaction.

According to Schmidt (2000), explicit interaction is intended by the user, i.e., the user performs a certain action and expects a reaction by the system. Implicit interaction occurs when the system reacts to a user’s actions which were not primarily intended to trigger an interaction.

![Figure 5: Study setup for gaze-based interaction with an interactive mobile map (refer to Giannopoulos et al., 2012). The user’s gaze on the map during the interaction is recorded (in map coordinates), aggregated, and visualized when the user zooms out (yellow dots). These dots are called GeoGazemarks and serve as visual bookmarks on the map.](image)
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Giannopoulos et al. (2012) utilized the user’s gaze to enable implicit interaction with maps displayed on a mobile device. This was the first approach enabling gaze-based interaction on mobile devices (refer to Figure 5). They utilized a mobile eye tracker in order to capture the user’s gaze on the screen of a mobile device while interacting with a map and aligned the screen coordinates to the geospatial coordinates the user was gazing at. Once the user zoomed out, the previously registered gaze points on the map were visualized in order to serve as orientation cues. Bektaş and Çöltekin (2011) introduced the concept of Geofoveation in order to reduce the information intensity displayed on cartographic maps. They utilized the user’s gaze in order to balance the amount of information displayed on a screen, showing only the regions in full details where the user is gazing at. A further example of implicit interaction was introduced by Kiefer et al. (2013). They utilized the users’ gaze while they were interacting with a cartographic map and through machine learning trained a classifier to predict the task the user was currently engaged in, such as map search and route planning. This approach allowed them to come closer to the cognitive state of the user and thus, in a further step, this information could be used in a map adaptation process in order to assist the user.

Concerning explicit interaction with spatial information, Stellmach and Dachselt (2012) introduced gaze-based interaction for zooming and panning with a virtual globe. They enabled a multimodal zoom interaction based on the user’s current gaze position and directed the panning interaction through gaze, by moving the currently viewed content into the center of the screen. Giannopoulos et al. (2015) utilized the users’ gaze in the urban environment in real-time in order to guide them during navigation. Whenever the user was gazing at the correct street, a
smartphone in the user’s pocket was vibrating indicating that the street currently gazed at is the correct one to follow.
4. Special Issue: Eye Tracking for Spatial Research

The growing interest in eye tracking as a research tool in spatial cognition and related fields was the motivation for this Special Issue. It was preceded by two workshops with the same title (Eye Tracking for Spatial Research, ET4S 2013 and 2014), co-located with the Conference on Spatial Information Theory 2013, and the GIScience conference 2014 respectively. Nineteen manuscripts were submitted to an open Call for Submissions, out of which seven were finally accepted after a rigorous review process.

In the first part of the double-issue, recording and analysis of eye movements pertains to data collected on a 2D surface such as a typical computer monitor. Franke and Schweikart (2017) investigate different cartographic visualization methods: vignette, icon, and text. Netzel et al. (2017) examine performance and reading strategies for metro maps. They find that readers often check themselves by transitioning between a route’s start and end points. Dupont et al. (2017) compare scanpaths collected over photographs of landscapes with different degrees of urbanization. They compute the photographs’ spectral entropies as a measure of image complexity and find that more complex landscapes lead to a more extensive and dispersed visual exploration.

In the second part of the double-issue, recording and analysis of eye movements pertains to data collected when navigating 3D physical or virtual environments. Ohm et al. (2017) evaluate indoor pedestrian navigation interfaces when navigating inside a building, tabulating which landmarks (such as doors) are used. Their goal is to identify the most functional landmarks.
which they can then incorporate in map designs to be used on mobile devices. Wenczel et al. (2017) also consider the visual use of landmarks, but they do so in an outdoor environment (a cemetery). They compare and contrast intentional and incidental learning, with gaze falling on landmarks at structurally salient locations when learning to navigate a route intentionally, and gaze falling elsewhere when learning incidentally. Schwarzkopf et al. (2017) consider gaze of two people when navigating in the real world. They consider the task of collaborative wayfinding and introduce gaze angle analysis, that is, the angle between movement and gaze directions. They find that partners tend to “share space” when wayfinding collaboratively (instead of splitting the space if they were enacting a division of labor). Through gaze analysis they show that this makes sense intuitively as the two cohorts share landmarks and can therefore exploit deictic references, e.g., “See that clock tower?”, “Yes! I see it!”. This form of cognitive ethology is a promising new approach to the evaluation of shared tasks. Finally, Schrom-Feiertag et al. (2017) evaluate indoor guidance (signage) within an Immersive Virtual Environment. They demonstrate how gaze adds additional insights to the analysis of users’ position, locomotion, and view direction within the environment. They provide a heatmap visualization of aggregated gaze on objects looked at in the environment.
5. Future Directions in Spatial Eye Tracking Research

Improvements in accuracy, frequency, dependability, usability, and mobility of eye trackers have opened up new opportunities for cognitive science, GIScience, and cartography (see section 2), as well as for (mobile) human-computer interaction (see section 3.2). Based on the assumption that future developments in the field will again be driven by technological developments, we cautiously dare to present an outlook on future directions in eye tracking for spatial research.

First, we posit that the potential of mobile eye tracking for real-world studies on navigation and wayfinding has only started to be exploited. Two main challenges can be identified here: first, the processing of mobile eye tracking data is still laborious (no automatic mapping of gaze to the real world by current standard software packages). It can be expected that this will soon be resolved through the use of computer vision techniques. Second, studies in the real world are more realistic but harder to control. This trade-off between external and internal validity is a challenge for many psychological studies (e.g., Anderson et al., 1999), but arguably even more difficult for eye tracking studies because small changes in a situation or stimulus may alter visual behavior significantly. Though we observe an ongoing trend in combining virtual reality technology (VR) and eye tracking, the external validity of studies of visual attention during wayfinding in VR is yet to be explored.

Second, not all wayfinding processes have been studied with eye tracking to the same extent. For instance, research on spatial knowledge acquisition and learning can benefit from the analysis of eye tracking data recorded during a spatial task. For example, during pedestrian navigation, gaze
patterns could indicate that a user does not pay attention to the environment or certain objects, serving as an explanation for decreased spatial learning. Novel gaze-based approaches, such as GazeNav (Giannopoulos et al., 2015), can counter this effect. As mentioned in section 2.2, it may be difficult to distinguish in a realistic scenario which eye movement is caused by which navigational process. We hope to see models of wayfinding in the future which are both comprehensive and perceptually grounded. One suggestion for such a modeling approach, based on formal grammars and reference system transformations, has been suggested recently by Kiefer, Scheider, et al. (2015).

As can be seen in the literature review in section 3.1, eye tracking has become an established methodology in cartography. Still, we have only just begun to understand the principles of visual attention during map perception. For instance, the influence of context of map use, as well as of user groups different than novice/experts requires further research.

We suggest spatial cognition research to take better advantage of advanced models and measures for eye movement analysis which go beyond the classic fixation, saccade or scanpath measures. For instance, a spatial cognition researcher might be interested in the interplay of ambient and focal attention (Krejtz et al., 2016) or in the complexity of switching patterns between Areas Of Interest (Krejtz et al., 2015). For cognitive load, pupil dilation could be considered as an additional measure which is also accessible in real-time for interaction purposes (Kiefer et al., 2016). Regarding standard measures and algorithms (such as fixation computation), we expect and hope to see a trend towards more reproducibility. Researchers should be aware that results may heavily depend on the algorithms and parametrizations used, and therefore include these in
their articles. This calls for eye tracking vendors to openly communicate which algorithms their software packages are using.

The increasing *pervasiveness of eye tracking technology* is a trend actively discussed in the computer science community (see, e.g., the Workshop on Pervasive Eye Tracking and Mobile Eye-Based Interaction, Kiefer, Zhang, et al., 2015). Which kinds of interaction with spatial information will become possible if eye tracking will be included in every notebook, public screen and head-mounted display for affordable prices? Will it be possible to interact with urban spaces through one’s gaze, such as querying tourist information by looking at a building (Anagnostopoulos & Kiefer, 2016)? The pervasiveness of eye tracking would also enable the collection of “big” datasets of users’ visual attention while interacting with web maps – an interesting opportunity for cartographic research. The privacy threats of pervasive eye tracking, however, cannot be neglected and constitute a challenge that may potentially benefit from approaches suggested for geo-privacy (e.g., Krumm, 2009).

Overall, the cognitive and the computing perspective on eye tracking in spatial research should be combined more strongly in order to build systems that assist the user based on a firm understanding of human spatial cognition. This idea of *spatial cognitive engineering* has been postulated previously (Raubal, 2009), but is particularly compelling for gaze-based interactive systems.
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