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## Introduction

The field of local algorithms is an area on the border of theoretical computer science and discrete mathematics where a lot of progress has happened in the past decade. This text is trying to serve as an introductory material presenting a certain view of the field. It aims to be helpful to beginning researchers in the area or researchers working in adjacent areas.

There are already many resources on various aspects of local algorithms: the classical book of Peleg [Pel00], survey of Suomela [Suo13], book of Barenboim and Elkin [BE13], introductory text of Suomela [Suo20], or a recent book by Hirvonen and Suomela [HS20]. Unlike other texts, this one primarily explores the field's conceptual framework and complexity-theoretical aspects, rather than delving into individual problems.

If you find errors in the text, please let me know - this is the first version of it so there will be many! Several researchers generously gave me feedback on a preliminary version of this text, including Yi-Jun Chang, Mohsen Ghaffari, Yannic Maus, Seth Pettie, and Jukka Suomela.
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## Chapter 1

## Local Complexity Fundamentals

In the first chapter, we introduce local algorithms and local problems in Section 1.1. We then carefully discuss the appropriate formal definitions in Section 1.2. The following sections Sections 1.3 to 1.5 discuss the basic theory of local algorithms and aim to convey that we are after a very clean, fundamental, and robust concept. Finally, Section 1.6 surveys some known results for concrete local problems.

### 1.1 First Example

Consider a very long oriented cycle that we want to properly color with as few colors as possible (see Figure 1.1). Two colors are enough if the number of vertices $n$ is even, otherwise we need three colors. However, there is something uneasy about the 2 -coloring solution even when it is possible - the solution lacks any flexibility. A decision to color any particular vertex with one of the two colors already implies how all the other vertices are going to be colored.

This lack of flexibility can be undesirable for all kinds of reasons, typically when we want to design a coloring algorithm that is in some way parallel or distributed. If we enlarge our palette to three colors, the problem seems to go away though: Now, coloring one vertex red still implies that its neighbors are not red, but other vertices can have an arbitrary color.

Imagine that there is a computer in every vertex of the cycle and neighboring computers can communicate. The computers are trying to solve the coloring problem together. How many rounds of communication are needed until each computer outputs its color? A message-passing algorithm of this sort is known as a local algorithm and we define it formally in Section 1.2.

It is possible to convince oneself that in the case of 2 -coloring, at least around $n / 4$ rounds are necessary to solve the problem, even if $n$ is divisible by two. ${ }^{1}$ But what about the 3 -coloring scenario? Can we solve that problem in 10 rounds of communication? Or $O(\log n)$ ? Or is it similarly hard to 2-coloring?

There indeed is a simple randomized local algorithm that solves our 3-coloring problem after $O(\log n)$ rounds of exchanging messages. Let's describe it next. The algorithm should serve as an example that nontrivial local algorithms are indeed possible, though we will see a better one for this problem later.

The 3-coloring algorithm has two phases. In the first phase, every computer flips a coin and selects itself with probability $1 / 2$ (top picture in Figure 1.1). Subsequently, the vertex asks its neighbors whether they are also selected. If at least one neighbor is selected, the vertex unselects itself (middle picture in Figure 1.1).

In the second phase of the algorithm, every selected vertex first colors itself red. Then, it is responsible for coloring the yet uncolored vertices until the next red vertex. The red node sends a message in the direction of edges, asking the subsequent vertices to color themselves by alternating the two remaining colors (see the bottom picture in Figure 1.1). This algorithm properly colors the oriented cycle with 3 colors and the number of communication rounds that it needs is asymptotically at most as large as the length of the longest run of non-red vertices in our coloring.

[^0]

Figure 1.1: An example local algorithm that uses three colors to color a long cycle, a small part of which is shown. First, every vertex flips a coin and selects itself with probability $1 / 2$. Second, a vertex unselects itself whenever a neighbor is selected. Third, selected vertices color themselves red and each selected vertex is then responsible for coloring the subsequent vertices until the next selected one with alternating colors.

To understand this quantity, consider any run of $\ell$ consecutive nodes and let us upper bound the probability that the run does not contain any red node. This is done by splitting the run into consecutive triples of vertices. For every triple, we know that with probability $1 / 8$, its middle node is initially selected, while its two neighbors are not. The selected middle node then remains selected after the end of the first phase and is colored red. Making this argument for every triple and using that the appropriate events are independent, we conclude that the probability of no red node in the run is at most $(7 / 8)^{[\ell / 3\rfloor}$. Taking $\ell=O(\log n)$ and union bounding over all $n$ different runs of vertices of length $\ell$, we conclude that all of them contain at least one red node with $1-1 / \operatorname{poly}(n)$ probability. We will call this guarantee "with high probability" later on. That is, our algorithm finishes after $O(\log n)$ communication rounds, with high probability.

Surprisingly, the fastest local algorithm for the 3-coloring problem has a much better, albeit not constant complexity of $O\left(\log ^{*} n\right) .{ }^{2}$ However, instead of focusing on specific algorithms, this text is trying to give a bit more general understanding of what is going on here. For example, it turns out that if you construct any local algorithm with complexity $O(\log n)$ for any reasonable problem defined on the cycle as we just did, there is a general theory that can turn this algorithm into a faster, $O\left(\log ^{*} n\right)$-round, algorithm for the very same problem (Theorem 2.30). Clearly, something interesting is going on here!

### 1.2 Formal Definitions

In this section, we formally define local problems and algorithms.
Local problems: We will be mostly interested in the so-called local problems. These are the problems on graphs such that if the solution is incorrect, we can find out by looking at a small neighborhood of one vertex.

Given a graph $G$ and its node $u \in V(G)$, the ball $B_{G}(u, r)^{3}$ around $u$ of radius $r$ is the subgraph of nodes around $u$ up to distance $r$. More generally, an $r$-hop neighborhood is a graph with one highlighted node $v$ such that the radius of that graph measured from $v$ is at most $r$.

Definition 1.1 (A local problem). Local problem ${ }^{4} \Pi$ with checkability radius $r$ is formally a triplet $(S, r, \mathcal{P})$. Here, $S$ is a finite set of allowed labels and each $\mathcal{P}$ is a set of "allowed" $S$-colored r-hop neighborhoods. A solution to $\Pi$ in a graph $G$ is an assignment of a color from $S$ to every vertex of $G$ such that for every $u \in V(G)$ we have $B_{G}(u, r) \in \mathcal{P}$.
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Figure 1.2: This picture shows the two fundamentally different ways of understanding local algorithms.
Left: A $t(n)$-round local algorithm is a distributed protocol where in each round, each node can send any message to any of its neighbors. The computers start with the knowledge of their unique identifier (or a random string). Right: A local algorithm with round complexity $t(n)$ is a function that maps all possible $t(n)$-hop neighborhoods into output labels. Applying this function to every vertex of the input graph always has to solve our problem. For example, if our problem is a coloring problem, the first two local neighborhoods in the above table need to map the two vertices with labels 77 and 43 to different colors, since the two labeled 2-hop neighborhoods could be a part of the same graph (which is, in fact, shown on the left).

For example, 3-coloring is a local problem for $S=\{\mathrm{R}, \mathrm{G}, \mathrm{B}\}, r=1$, and $\mathcal{P}$ containing all properly colored 1-hop neighborhoods. On the other hand, a non-example of a local problem is coloring an input graph on $n$ vertices with $n$ colors: the local problem should not have different constraints for graphs of different size. Of course, while the theory of local algorithms is simplest for local problems as we defined them, the applications of local algorithms are not limited to local problems.

Local algorithms: There are two equivalent ways of thinking about local algorithms ${ }^{5}$ and both of them are important (see Figure 1.2). An intuitive, algorithmic definition was already sketched in Section 1.1: We assume that there is a computing device at every node. For simplicity, these devices are assumed to have unbounded computational power, thus excluding Turing machines from the definitions. A $t(n)$-round local algorithm is a protocol where these devices communicate for $t(n)$ synchronous message-passing rounds using the edges of the input graph to send messages. At the beginning, the device in each node starts only with the information about its identifier/random string and the size of the graph, $n$. When the protocol finishes, each device outputs its part of the solution (e.g., its color).

It will be also helpful to understand an alternative, equivalent definition that extracts the essence of what we are measuring with local algorithms. In this alternative definition, a local algorithm with round complexity $t(n)$ is simply a function that we can apply to every ball $B(u, t(n))$ of the input graph to compute the output at a given node $u$. Let us state it now formally.

Definition 1.2 (Local algorithm). A local algorithm $\mathcal{A}$ with a round complexity of $t(n)$ is a function that accepts two inputs: firstly, the value $n$, and secondly, a labeled $t(n)$-hop neighborhood of a certain node $u$.

[^2]When we use this second definition, running a local algorithm on an input graph $G$ simply means coloring each node $u \in V(G)$ with the output of $\mathcal{A}_{n}\left(B_{G}(u, t(n))\right)$ where we used the first parameter of a local algorithm, the size of the underlying graph $n$, as a subscript. Solving a problem $\Pi$ on $G$ simply means that after running $\mathcal{A}$ on $G$, the output colors satisfy constraints $\mathcal{P}$ on all vertices of $G$.

Moreover, in the case of deterministic local algorithms, we assume that the nodes of the input graph are additionally labeled with unique identifiers from the range $\left[n^{O(1)}\right]=\left\{1,2, \ldots, n^{O(1)}\right\} .{ }^{6}$ In the case of randomized local algorithms, we assume that the nodes of the input graph are labeled with infinite bit strings. Solving a problem then means solving it with overall error probability at most $1 / n^{O(1)}$, if the bit strings are sampled independently randomly. ${ }^{7}$

We notice that if there is a deterministic local algorithm solving some problem with round complexity $t(n)$, there is also a randomized local algorithm solving the same problem with the same round complexity. This is because any randomized algorithm can start by each node generating a random identifier from the range $\left[n^{C}\right]$ : The probability that these identifiers are not unique, i.e., some two nodes have the same identifier, is at most $n^{2} \cdot \frac{1}{n^{C}}$. Choosing $C$ large enough, this error probability can made as small as any polynomial function of $n$.

Finally, we remark that we can talk about local algorithms solving problems on graphs with additional structure (e.g. directed graphs) or on concrete graph classes. For example, in our introductory example from Section 1.1, it makes sense to think of all definitions relative not to the class of all graphs but to the class of graphs that are oriented paths. One interesting setup that we discuss mostly in Chapter 2 is the class of bounded-degree graphs where we fix some constant $\Delta$ and analyze the class of graphs of degree at most $\Delta$. Notice that on these graphs, the set $\mathcal{P}$ from the definition of local problems, as well as the support of the function $\mathcal{A}$ from the definition of local algorithms, are finite.
Equivalence of the two definitions: Let's see a proof sketch of why the two definitions are equivalent. On the one hand, let's say we are given a function $\mathcal{A}$ that maps $t(n)$-hop neighborhoods to output labels and we want to construct a $t(n)$-round message-passing protocol. Consider the protocol where in the $i$-th round, each vertex $u$ sends its neighbors everything there is to know about the ball $B(u, i)$ : How the graph looks like and what are the identifiers/random strings at every node. Each node $v$ can then internally use this information from its neighbors to learn everything there is to know about the ball $B(u, i+1)$. After $t(n)$ rounds of communication, each vertex $v$ knows its $t(n)$-hop neighborhood $B(v, t(n))$. The vertices then stop communicating, and each one applies the function $\mathcal{A}$ locally to its ball.

On the other hand, assume that we have a $t(n)$-round communication protocol and want to turn it into a function $\mathcal{A}$ that takes $t(n)$-hop neighborhood as inputs. We notice that if we know the $t(n)$-hop neighborhood $B(u, t(n))$ of a node $u$, we can simulate the first round of the protocol in that ball and get to know the state of all vertices in $B(u, t(n)-1)$ after the first round. Continuing like this inductively, we conclude that starting with the knowledge of $B(u, t(n))$, we can learn the state of the protocol at the center node $u$ after $t(n)$ rounds.

There are two different but equivalent ways of understanding local algorithms.

1. They are message-passing protocols running for some number of rounds.
2. The output at each node is a function of its local neighborhood.

Importantly, it will be very helpful for us to keep both definitions in mind: When we design local algorithms, the message-passing definition is more helpful as it is natural to think as "first, we run the protocol $\mathcal{A}_{1}$, then the protocol $\mathcal{A}_{2}$ ". On the other hand, when we prove lower bounds, the formal definition of Definition 1.2 is easier to use. When we think of applications to distributed/parallel algorithms, the protocoldesign definition is preferable since this is how the actual parallel/distributed algorithms are implemented. In some other applications, like applications to descriptive combinatorics, the formal definition is perhaps a bit more natural.

[^3]
### 1.3 Sequential vs Distributed Local Complexity

This section presents one of the most fundamental results for local algorithms. Currently, it may be very unclear what kind of problems can be solved with a local algorithm of round complexity, say, poly $\log n$. This will become much clearer, since we will next see that, up to poly $\log n$, the model of local algorithms is the same as the model of so-called sequential local algorithms that are much easier to understand.
The case of maximal independent set: As an example, let's think of a concrete local problem known as the maximal independent set problem. In this problem, every node must be labeled either selected or unselected. The constraint is that each selected node should not neighbor any other selected node, while each unselected node should neighbor at least one selected node ${ }^{8}$.

Is there a local algorithm constructing a maximal independent set in a polylogarithmic number of rounds? This is not clear at all! The answer to this question is positive, and perhaps the simplest algorithm is the randomized algorithm of Luby [Lub86; ABI86]. This algorithm in fact served as the foundational example that later led Linial [Lin92] to define local algorithms. But Luby's algorithm is a non-trivial algorithm ${ }^{9}$ and just by staring at the maximal independent set problem, it is quite unclear whether a fast local algorithm exists, or not.

This stands in stark contrast with the "sequential" world: If we do not care about all vertices outputting the answer "at once", we can compute a maximal independent set with the following simple algorithm: We choose any order of vertices and iterate over them in that order. Whenever we consider a vertex $u$, we look at its neighbors, and if at least one of them is already selected, we mark $u$ as unselected. Otherwise, we mark $u$ as selected.

Here is a curious property of the above algorithm: We can still think of it as a "local" algorithm. Indeed, each node makes its decision by examining its 1-hop neighborhood. The only difference is that the algorithm is a sequential local algorithm where we iterate over nodes in an arbitrary order, not a distributed local algorithm ${ }^{10}$ as we defined it in Definition 1.2 where all nodes have to output the answer at once.

A fundamental result of local complexity is the fact that these two definitions are equally powerful, up to polylogarithmic factors. Hence, in the concrete example of the maximal independent set, we can think of this problem as being "easy" not because of a clever algorithm like Luby's, but because of the above simple sequential algorithm.

The distributed round complexity of any local problem equals its sequential local complexity, up to poly $\log (n)$.

Formal definition of sequential local algorithms: We next make this principle formal. We need to start by defining a general sequential local algorithm. Here is a definition of a deterministic sequential local algorithm, made slightly more powerful than the maximal-independent-set algorithm by allowing the output of each node to be not just the final color, but also additional information that future vertices can read off the node.

Definition 1.3 (Sequential local algorithms). A sequential local algorithm of local complexity $t(n)$ is $a$ function $\mathcal{A}$ defined on labeled $t(n)$-hop neighborhoods. Its output for a neighborhood $B(u, t(n))$ around a node $u$ is a pair $(s, t)$, with $s$ being the output at $u$ and $t$ being additional information stored at $u$. An input neighborhood to $\mathcal{A}$ has some nodes labeled by these pairs.

Running a sequential local algorithm means iterating over the vertices in some order and each time applying $\mathcal{A}$ to produce the answer at that vertex. When we run $\mathcal{A}$ on a node $v$, the algorithm has access to all already produced pairs $(s, t)$ at the vertices in $B(u, t(n))$ on which $\mathcal{A}$ has already been run. Solving a problem with a sequential local algorithm means that regardless of the order in which we choose the vertices, this process results in a solution to the problem.

[^4]

Figure 1.3: This picture shows a network decomposition with $c=2$ color classes and $d=2$ diameter. It also shows how network decomposition is used to convert an input sequential local algorithm (of local complexity 1) into a distributed local algorithm in Theorem 1.4.
Left: The color classes of the network decompositions are ordered as (red, blue). We iterate over the color classes and in one iteration, we consider each cluster separately and simulate an input sequential local algorithm in it (see the node ordering inside each cluster). When the algorithm is simulated in blue clusters, it has access to the output of neighboring red vertices.
Right: The partial simulations of the sequential local algorithm in each cluster are consistent with a single run of that algorithm over all vertices.

Notice that we do not require unique identifiers in the definition; we will see later in Theorem 2.7 that they are not needed for local problems. We can also define (oblivious) randomized algorithms where first an adversary chooses an order in which we iterate over vertices; then we sample random bits in each vertex and run our sequential local algorithm. We will next prove the following theorem by Ghaffari, Kuhn, and Maus [GKM17]. ${ }^{11}$

Theorem 1.4 (Ghaffari, Kuhn, and Maus [GKM17]). Let $\mathcal{A}$ be a deterministic (randomized) sequential local algorithm with local complexity $t(n)$. Then, there is a deterministic (or randomized, respectively) distributed local algorithm simulating $\mathcal{A}$ with round complexity $\widetilde{O}\left(t(n) \cdot \log ^{3}(n)\right) .{ }^{12}$

We note that it is known that there are local problems such that their sequential and distributed local complexity differ by a factor of $\Omega(\log n / \log \log n)$. [Gav +09 ]
Network decompositions: A crucial tool that we will rely on in this section and the next one is the concept of a network decomposition. Network decomposition is a clustering of the input graph into clusters of small diameter ${ }^{13}$ (see Figure 1.3).

Definition 1.5 (Network decomposition). A $(c, d)$-network decomposition of a graph $G$ is a coloring of $G$ with c colors. We require that vertices of each color induce a graph such that each of its connected components (that we call clusters) has diameter at most d.

We defer the discussion about the existence of network decompositions to Section 1.5. For now, we will simply state the guarantees of the currently best deterministic network decomposition construction.

Theorem $1.6([G h a+23])$. There is a deterministic local algorithm that outputs a $(O(\log n), O(\log n$. $\log \log \log n)$ )-network decomposition in $\widetilde{O}\left(\log ^{3} n\right)$ rounds.

Proof of Theorem 1.4: Armed with the above algorithm for network decomposition, let us prove Theorem 1.4.

Proof of Theorem 1.4. An important concept employed throughout this text is working within the power graph: Given a graph $G$ and a parameter $r$, we define the power graph $G^{r}$ to be the graph with $V\left(G^{r}\right)=V(G)$ where two vertices are connected if their distance in $G^{r}$ is at most $r$.

[^5]We start with a sequential local algorithm $\mathcal{A}$ of complexity $t(n)$. We will work in the power graph $G^{t(n)}$ and construct a network decomposition in it with $c, d^{\prime}=\widetilde{O}(\log n)$ via Theorem 1.6. Consider this network decomposition in the context of the original graph $G$ : We constructed clusters of actual diameter $d \leqslant t(n) \cdot d^{\prime}=\widetilde{O}(t(n) \cdot \log n)$ in $G$. Moreover, two clusters from the same color class have distance at least $t(n)+1$ in $G$. Finally, since every communication round in $G^{r}$ can be simulated in $r$ communication rounds in $G$, the round complexity of constructing our network decomposition is $\widetilde{O}\left(t(n) \cdot \log ^{3} n\right)$ by Theorem 1.6.

We will now use our clustering to simulate $\mathcal{A}$. We will simulate an order of iterating over the vertices where we first iterate over all the vertices in the first color class, then all the vertices in the second color class, and so on. For a fixed color class, we will arbitrarily simulate the algorithm $\mathcal{A}$ in each cluster $C$ independently of all other clusters of the same color (see Figure 1.3).

Notice that every two clusters $C_{1}, C_{2}$ of the same color $i$ are far enough so that the $t(n)$-hop neighborhood of any vertex $u \in C_{1}$ never contains a vertex $u^{\prime} \in C_{2}$. Hence, simulations in different clusters of the $i$-th color do not interact. Our simulation is thus a faithful simulation of iterating over all the vertices of $G$ in a certain order and applying the sequential algorithm $\mathcal{A}$ to them.

Finally, let us discuss how the simulation of $\mathcal{A}$ is implemented with a local algorithm. Think of a messagepassing protocol with $c$ phases where in the $i$-th phase, each cluster $C$ of color $i$ first chooses a leader node, e.g., the node with the smallest identifier. This node collects all information about the output of $\mathcal{A}$ so far up to the distance $t(n)$ from $C$. Then, the leader node internally simulates $\mathcal{A}$ on $C$ and sends the result of that simulation back to all nodes in $C$. All this can be done in a number of rounds proportional to the diameter of $C$ and $t(n)$. Thus, the overall round complexity of the simulation is $c \cdot \widetilde{O}(t(n) \cdot \log n)=\widetilde{O}\left(t(n) \cdot \log ^{2} n\right)$.

### 1.4 Derandomization

By now, we understand that the sequential local complexity is closely related to the distributed round complexity. However, we still do not understand the power of randomness. There might be scenarios where a problem's randomized (sequential or distributed) local complexity is significantly lower than its deterministic (sequential or distributed) complexity. Interestingly, this never happens for local problems. Distributed local algorithms for them can be derandomized with poly $\log (n)$ slowdown in round complexity. ${ }^{14}$

> Any local problem has the same deterministic and randomized round complexity, up to poly $\log (n)$.

Before proving this result, let us contemplate how it fits into the big picture. Thus far, we have seen six plausible definitions of how to measure the local complexity of a problem. There are the following three different ways of thinking about it, and for each one of them, we can define both the deterministic and the randomized complexity:

1. (distributed protocol) There are computers at nodes, we design a message-passing protocol, and we measure the number of rounds of this protocol.
2. (distributed local complexity) Output at each node is a function of its local neighborhood.
3. (sequential local complexity) We iterate over the nodes in an arbitrary order and settle each output at a node by looking at its local neighborhood.

We now understand that all of these definitions are equivalent, up to poly $\log (n)$ and for $\operatorname{local}$ problems.
Formal statement of derandomization: Formally, we will prove the following statement by Ghaffari, Harris, and Kuhn [GHK18], using the derandomization method of conditional expectations.

Theorem 1.7 (Ghaffari, Harris, and Kuhn [GHK18]). Let $\Pi$ be any local problem of randomized round complexity $t(n)$. Then, its deterministic sequential local complexity is $O(t(n))$.

[^6]Proof. We are given a randomized local algorithm $\mathcal{A}$ with round complexity $t(n)$ for a local problem $\Pi=$ $(S, \mathcal{P})$ with checkability radius $r$. We will next describe a deterministic sequential local algorithm that writes an infinite sequence of bits into each node $u$ of the input graph $G$ so that if we then simulate $\mathcal{A}$ with these bits, it solves $\Pi$.

For a vertex $u \in V(G)$, define the failure indicator $X(u)$ as the indicator random variable for the event that if we run $\mathcal{A}$ with truly random bits, it fails at $u$ at solving the local problem $\Pi=(S, \mathcal{P})$. By failure at $u$ we mean that $B(u, r) \notin \mathcal{P}$. We notice that $X(u)$ depends only on the output of $\mathcal{A}$ at an $r$-hop neighborhood of $u$, and thus it ultimately depends only on random bits in the $(r+t(n))$-hop neighborhood of $u$. Moreover, the probability of failure at $u$ is less than $1 / n$ by $\mathcal{A}$ being a randomized algorithm solving $\Pi$. This implies that $\mathrm{E}\left[\sum_{u \in V(G)} X(u)\right]<1$.

Next, we will consider the following sequential local algorithm. We iterate over the nodes in an arbitrary order, and whenever it is a node $u_{k}$ 's turn, we fix the random bits $B\left(u_{k}\right)$ at this node to a value $b\left(u_{k}\right)$ such that

$$
\begin{aligned}
& \mathrm{E}\left[\sum_{v \in V(G)} X(v) \mid \forall i \in[k]: B\left(u_{i}\right)=b_{i}\right] \\
& \leqslant \mathrm{E}\left[\sum_{v \in V(G)} X(v) \mid \forall i \in[k-1]: B\left(u_{i}\right)=b_{i}\right] .
\end{aligned}
$$

In words, we set the random bits so that the expected number of errors does not increase.
First, such a value $b\left(u_{k}\right)$ of random bits at $u_{k}$ definitely exists, since the right-hand side of the above inequality simply averages over many possible instantiations of $B\left(u_{k}\right)$ (that is, we rely on the law of total expectation). Second, we can compute this value of random bits by looking only at the $(r+t(n))$-hop neighborhood of $u_{k}$, since the values $X_{v}$ for $v$ outside of $B\left(u_{k}, r+t(n)\right)$ are independent of the choice of random bits at $u_{k}$.

After this sequential algorithm with local complexity $(r+t(n))$ finishes, we have set the random bits at every vertex $u \in V(G)$ in a way that makes

$$
\mathrm{E}\left[\sum_{u \in V(G)} X(u) \mid \forall i \in[n]: B\left(u_{i}\right)=b_{i}\right]<1
$$

But all values $X(u)$ are now deterministic, so we conclude that no failure occurs if we run $\mathcal{A}$ with these bits.
Finally, after this derandomization procedure is run, we also have to run $\mathcal{A}$. We will defer the discussion of how to combine two sequential local algorithms into one to Lemma 1.9 that shows how to construct a sequential local algorithm with local complexity $O(t(n))$ that simulates first running the derandomization procedure and then running $\mathcal{A}$ with the bits computed by that procedure.

Putting Theorems 1.4 and 1.8 together, we get the following derandomization theorem for (distributed) local algorithms.

Theorem 1.8 (Ghaffari, Harris, and Kuhn [GHK18]). Let $\Pi$ be any local problem of checkability $r$ and randomized round complexity $t(n)$. Then, its deterministic distributed local complexity is $\widetilde{O}\left(t(n) \cdot \log ^{3} n\right)$.

Conversely, it's known that for some local problems, the gap between randomized and deterministic local complexity can be as large as $\Omega(\log n / \log \log n)$ [Bal $+20 \mathrm{c}]$.

Leftover: composing sequential algorithms: We will briefly discuss how two sequential local algorithms run one after the other can be composed into a single one of larger local complexity.

Lemma 1.9 (Ghaffari, Kuhn, and Maus [GKM17, Observation 2.1, Lemma 2.2]). Let $\mathcal{A}_{1}, \mathcal{A}_{2}$ be two deterministic (randomized) sequential local algorithms with local complexities $t_{1}(n), t_{2}(n)$. Then, there is a single deterministic (randomized, respectively) sequential local algorithm $\mathcal{A}$ of complexity $2\left(t_{1}(n)+t_{2}(n)\right)^{15}$ that simulates the output of first running $\mathcal{A}_{1}$, and then running $\mathcal{A}_{2}$ on the output of $\mathcal{A}_{1}$.

[^7]Proof. We would like $\mathcal{A}$ to work as follows: We iterate over the nodes and when it is the turn of a node $u$, we first simulate $\mathcal{A}_{1}$ for all nodes in $B\left(u, t_{2}(n)\right)$. Then, we use the computed information to simulate $\mathcal{A}_{2}$ at $u$ to compute the final output at $u$.

The only difficulty is that once $u$ simulates $\mathcal{A}_{1}$ for a node $v \in B\left(u, t_{2}(n)\right)$, we cannot simulate $\mathcal{A}_{1}$ at $v$ again in the future since we want to have the guarantee that all simulations of $\mathcal{A}_{1}$ taken together correspond to a consistent iteration over the nodes of the input graph and running $\mathcal{A}_{1}$ on them.

To implement this idea, $\mathcal{A}$ additionally stores at $u$ the output of simulations of $\mathcal{A}_{1}$ within $B\left(u, t_{2}(n)\right)$. The final local complexity of $\mathcal{A}$ will be $\max \left(t_{1}(n)+t_{2}(n), 2 t_{2}(n)\right)$ : $\mathcal{A}$ starts by looking at its $2 t_{2}(n)$-hop neighborhood and fixing the answers of $\mathcal{A}_{1}$ for nodes $v \in B\left(u, t_{2}(n)\right)$ at which $\mathcal{A}_{1}$ was already simulated in the past. Only then we simulate $\mathcal{A}_{1}$ for the rest of the nodes in $B\left(u, t_{2}(n)\right)$ and run $\mathcal{A}_{2}$ after that.

### 1.5 Network Decompositions

Let us recall the definition of a network decomposition:
Definition 1.5 (Network decomposition). A $(c, d)$-network decomposition of a graph $G$ is a coloring of $G$ with $c$ colors. We require that vertices of each color induce a graph such that each of its connected components (that we call clusters) has diameter at most d.

Let us now discuss constructions of network decompositions ${ }^{16}$ : the missing piece in proof of Theorems 1.4 and 1.8

Existence of network decompositions: First of all, it is unclear whether network decomposition of the input graph, say with parameters $c, d=O(\log n)$ always exists. Let's confirm this by constructing it using the folklore sequential ball-carving algorithm.

Theorem 1.10 (Ball-carving algorithm). An $(O(\log n), O(\log n))$-network decomposition exists for any graph $G$.

Proof. We will show how to construct the first color class of the network decomposition. In particular, we will find a family of vertex-sets $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{t}\right\}$, where we call each $C_{i} \subseteq V(G)$ a cluster, such that:

1. The clusters are not adjacent; i.e., there is no edge $u v \in E(G)$ with $u \in C_{i}, v \in C_{j}, i \neq j$,
2. each cluster $C_{i}$ has diameter $O(\log n)$,
3. at least $n / 2$ vertices are clustered, i.e., $\left|\bigcup_{i=1}^{t} C_{i}\right| \geqslant n / 2$.

We can then construct the desired network decomposition by simply repeating this process $\log _{2} n$ times and always removing the clustered vertices from the graph until every vertex is clustered.

To construct the clustering $\mathcal{C}$, we iterate over the vertices of $G$ in an arbitrary order. Each time we are at a vertex $u$, we consider the balls $B(u, 0), B(u, 1), \ldots$ of increasing radii around it. In particular, think of gradually growing larger and larger balls around $u$, and once the size of the ball does not at least double, i.e., once we have $|B(u, i+1)| \leqslant 2 \cdot|B(u, i)|$ for the first time, we let $B(u, i)$ be the next cluster of $\mathcal{C}$. Additionally, we remove all vertices from the boundary $B(u, i+1) \backslash B(u, i)$ from $G$. After the ball around $u$ is grown, we continue this procedure with an arbitrary next vertex of $G$ that was not explored yet.

To analyze this algorithm, first notice that no two clusters are adjacent, since after growing each cluster, we delete its boundary (Item 1).

Moreover, all balls have diameter $O(\log n)$ : This is because the volume of each ball $B(u, i)$ grows as $|B(u, i)| \geqslant 2^{i}$ until we finish growing. This implies that if we are not finished in iteration $1+\log _{2} n$, the ball $B\left(u, 1+\log _{2} n\right)$ has to contain more than $n$ vertices (Item 2), a contradiction.

Finally, we cluster at least half of the vertices, because by definition, whenever a ball stops growing, we have $|B(u, i+1) \backslash B(u, i)| \leqslant|B(u, i)|$, so the number of vertices unclustered because of the ball around $u$ can be charged to the number of vertices clustered around $u$ (Item 3).

[^8]Deterministic distributed algorithms: There is a long line of work on deterministic algorithms for constructing network decompositions [Awe+89; PS92; RG20; GGR21; CG21; Roz+22a; RHG23; Gha + 23]. The currently fastest deterministic algorithm for network decomposition is the algorithm by Ghaffari, Grunau, Haeupler, Ilchi, and Rozhoň [Gha +23$]$. We stated its guarantees in Theorem 1.6.

Perhaps the simplest poly $\log n$-round algorithm is the algorithm of Rozhoň and Ghaffari [RG20] and its variant by Rozhoň, Haeupler, and Grunau [RHG23]. They both need $O\left(\log ^{7} n\right)$ rounds and construct clusters with diameter $O\left(\log ^{3} n\right)$. We will next explain the construction from [RG20] that in fact outputs clusters that only have a weaker guarantee of small weak-diameter. A weak-diameter of a cluster $C$ is defined as $\max _{u, v \in C} d_{G}(u, v)$, as opposed to the (strong-) diameter which is defined as $\max _{u, v \in C} d_{G[C]}(u, v)$. That is, a cluster with a small weak diameter can be even disconnected. A small weak-diameter is sufficient for our applications such as the proof of Theorem 1.4 and we will discuss at the end of this section how one can convert the weak-diameter guarantee to the strong-diameter one in a black box way.

Theorem 1.11 (Distributed ball-carving algorithm). There is a local algorithm with round complexity $O\left(\log ^{7} n\right)$ that constructs a network decomposition with $c=O(\log n)$ colors and $d=O\left(\log ^{3} n\right)$ weak-diameter.

Proof. Similarly to Theorem 1.10, we show how to construct a family of clusters $\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{t}\right\}$ such that:

1. No two clusters are adjacent,
2. each cluster $C_{i}$ has weak-diameter $O\left(\log ^{3} n\right)$,

3 . at least $n / 2$ vertices are clustered.
Recall that in deterministic local algorithms, every vertex starts with a unique $b=O(\log n)$-bit identifier. Our algorithm has $b$ phases. At the beginning of the algorithm, we start with a clustering $\mathcal{C}_{0}$ that contains each node of $G$ as a trivial one-vertex cluster. Each cluster $C$ in our clustering is assigned an identifier $i d(C)$ which is a unique $b$-bit string. At the beginning, the identifier of a cluster is set to be the identifier of its unique vertex.

The clustering $\mathcal{C}_{i}$ evolves during the following $b$ phases, with some vertices changing which cluster they belong to and some vertices being deleted from $\mathcal{C}_{i}$. We will prove that after each phase $i \in[b]$, the clustering $\mathcal{C}_{i}$ has the following guarantees:

1. Consider the graph $G_{i}=G\left[\bigcup_{C \in \mathcal{C}_{i}} C\right]$, i.e., the graph induced by vertices that were not deleted yet. Consider any connected component of $G_{i}$. All clusters in any connected component of $G_{i}$ agree on the first $i$ bits of their unique identifier.
2. Each cluster $C \in \mathcal{C}_{i}$ has weak-diameter $O\left(i \cdot \log ^{2} n\right)$.
3. $\left|V\left(G_{i}\right)\right| \geqslant n-i \cdot \frac{n}{2 b}$.

Plugging $i=b$, the inductive guarantees of Items 1 to 3 reduce to the final desired guarantees of Items 1 to 3 from the beginning of the proof. Thus, we only need to show how one phase of the algorithm makes sure that if we start with the guarantees for some $i$, they also hold for $i+1$.

At the beginning of each phase $i+1 \in[b]$, we classify each cluster in $\mathcal{C}_{i}$ as either active or inactive, where a cluster $C$ is active if and only if the $(i+1)$-th bit in $i d(C)$ is equal to zero.

Next, we run a variant of the ball-carving algorithm from Theorem 1.7 with $t=10 b \log _{2} n$ steps. In each step of this algorithm, each vertex $u$ from some inactive cluster first checks whether it neighbors with a vertex that is currently present in an active cluster. If there are more such neighboring vertices, $u$ chooses an arbitrary such vertex in $C$ and then $u$ proposes to join $C$.

Next, each cluster $C$ collects how many vertices proposed to join $C$. If there are at least $|C| /(2 b)$ such vertices, then $C$ decides to grow: All the vertices that proposed to join $C$ leave their original cluster and join $C$. On the other hand, if less than $|C| /(2 b)$ proposed to join $C$, all these vertices are deleted; they will not be present in $\mathcal{C}_{i+1}$ and they will not participate in the rest of the algorithm. Note that after an active cluster $C$ decides to delete the proposing vertices, it is neighboring only with nodes from other active clusters and thus it does not grow anymore in the rest of the phase. This finishes the description of one phase of the algorithm (see Figure 1.4 for an illustration).


Figure 1.4: This picture illustrates the second phase of the algorithm from Theorem 1.11, in a simple example graph. Left: At the beginning of the second phase, the clusters are already separated according to their first bit. In particular, if the identifier starts with 1 , the cluster is in the top connected component, while if the identifier starts with 0 , the corresponding cluster is in one of the two bottom connected components. In the second phase, a cluster is active (blue) if its second bit in the identifier is 0 , and inactive (red) otherwise. In the first step of this phase, each red vertex proposes to join an arbitrary neighboring blue cluster, provided that there is one (the arrows in the picture). The active cluster then either decides to grow (cluster 1001) or the vertices that proposed to it are deleted (cluster 1011). Note that if a cluster decides to delete its boundary, it does not neighbor any red nodes from that point on. Middle: Note that the inactive cluster with identifier 1111 became disconnected but its weak-diameter remains the same as at the beginning of the phase. In the second step of this phase, each red vertex again proposes to join an arbitrary neighboring blue cluster.
Right: The picture shows the resulting clustering after the second phase is finished. Note that the only two adjacent clusters with identifiers 1011 and 1001 will be separated in the following, third, phase, as their identifiers differ on the third position.

To analyze the phase $i+1$, we first check that each cluster stops growing during the phase. This is true because otherwise, at the end of the phase, the cluster would have to contain more than

$$
(1+1 /(2 b))^{10 b \log _{2} n}>n
$$

nodes. In particular, the weak-diameter of each active cluster grows additively by at most $10 b \log _{2} n=$ $O\left(\log ^{2} n\right)$, while the weak-diameter of each inactive cluster does not increase. This proves Item 2.

Next, consider any connected component $K$ of $G_{i}$. The clusters in $K$ already agree on the first $i$ bits of their identifier at the beginning of the phase $i+1$. Recall that all active clusters stop growing during the phase and delete the inactive nodes on their boundary. Thus in $G_{i+1}$, the component $K$ further splits into connected components $K_{1}, K_{2}, \ldots$ such that for each component $K_{i}$ we have that either all of its clusters are active or all are inactive. We conclude that clusters in each connected component of $G_{i+1}$ agree on the first $i+1$ bits in their identifier as needed in Item 1.

Finally, whenever a cluster $C$ stops growing, we delete at most $|C| /(2 b)$ nodes. Thus, during the phase we delete at most $n /(2 b)$ nodes which proves Item 3.

Let us discuss the running time of the algorithm. The clusters have weak-diameter $O\left(\log ^{3} n\right)$. Hence, each growing step can be implemented with that round complexity. There are $t=O\left(\log ^{2} n\right)$ steps in one phase, $b=O(\log n)$ phases, and we need to repeat the overall algorithm $c=\log _{2} n$ times. We conclude that the overall round complexity is $O\left(\log ^{7} n\right)$.

Next, let us show how we can use our current knowledge of local algorithms to construct a local algorithm for network decomposition with $c, d=O(\log n)$.
Corollary 1.12. There is a local algorithm with $O\left(\log ^{9} n\right)$ round complexity that constructs a network decomposition with $c=O(\log n)$ colors and $d=O(\log n)$ diameter.

Proof. We observe that the algorithm from Theorem 1.10 can be seen as a sequence of $O(\log n)$ sequential local algorithms per Definition 1.3, each one with local complexity $O(\log n)$. Using Lemma 1.9, we can thus view it as a single sequential local algorithm of local complexity $O\left(\log ^{2} n\right)$.

Thus, we can use Theorem 1.4 to convert this algorithm into a local algorithm. While we phrased the guarantees of Theorem 1.4 using the best available network decomposition algorithm, we can plug in the network decomposition from Theorem 1.11 instead; the reduction holds even if we use a network decomposition with a weak-diameter guarantee.

Let us briefly go back to the observation from the proof of Corollary 1.12 that the algorithm from Theorem 1.10 can be viewed as a sequential local algorithm. This observation helps us to appreciate network decomposition as the "complete" problem for turning sequential local algorithms into distributed ones: On the one hand, network decomposition allows us to do this task via Theorem 1.4; on the other hand, any way of proving that theorem leads to a distributed algorithm for network decomposition via the proof of Corollary 1.12.
Randomized distributed algorithms: There is a classic randomized algorithm by Linial and Saks [LS93] that constructs an $(O(\log n), O(\log n))$-network decomposition in $O\left(\log ^{2} n\right)$ distributed rounds. Let us sketch its beautiful variant by Miller, Peng, and Xu [MPX13] also known as the MPX algorithm:

In their algorithm, every vertex independently chooses a random head start sampled from an exponential distribution; that is, a head start of each node is 0 with probability $1 / 2,1$ with probability $1 / 4$, and so on. Next, we run the breadth-first-search algorithm from all nodes at once with those head starts. That is, we first choose some number $T=O(\log n)$ such that with high probability, no node samples a head start larger than $T$. Then, we simulate a run of breadth-first search from an additional virtual node $u_{0}$ which is connected to every other node $u$ with an oriented edge of length $T$ - head $\operatorname{start}(u)$. All vertices reached by the breadth-first search from the same starting node $u$ form one cluster. The output of the algorithm are only those vertices such that all their neighbors are from the same cluster.

One can prove that the output clustering from this algorithm contains at least a constant fraction of all vertices and uses disjoint clusters of diameter $O(\log n)$, with high probability. We repeat this process $c=O(\log n)$ times to construct a network decomposition.

### 1.6 Bounds for Concrete Problems

In the last section of this chapter, we briefly survey known results for some concrete well-known local problems. While the technology developed in this section often automatically provides a poly $\log n$-round deterministic algorithm for a given problem, we can try to improve the complexity further: For many problems, we can get randomized algorithms with complexities closer to poly $\log \log n$. Typically, we want to understand the complexity as the function of both the number of vertices $n$, and the maximum degree $\Delta$.

Many concrete results use certain general techniques. Randomized local algorithms with poly $\log \log n$ dependency typically use the shattering framework (see Section 2.2) [Bar+16; FG17; CLP18]. Deterministic local algorithms with poly $\log n$ rounds often rely on local rounding techniques [HKP01; FGK17; Har19; GK22; Fao +23 ]. Many state-of-the-art lower bounds are proven using the technique of round elimination (see Sections 2.1 and 2.2 or the survey of Suomela [Suo13]) [Bra19; Bra +16 ; Bal +19 b ; Bal +21 a ; BO20; $\mathrm{Bal}+22 \mathrm{c}$; BBO20].
Maximal independent set: The maximal independent set problem is one of the most prominent problems in the area of local, distributed, parallel, or sublinear algorithms. The seminal randomized Luby's algorithm [Lub86; ABI86] with $O(\log n)$ round complexity initiated a long line of work on the problem [Lub86; ABI86; Nao91; BE08; Gha16; Bal+19b; GG23]. The currently fastest deterministic algorithm by Ghaffari and Grunau [GG23] combines ideas related to network decompositions and local rounding techniques to achieve round complexity $\widetilde{O}\left(\log ^{2} n\right)$. On the lower bound side, Balliu, Brandt, Hirvonen, Olivetti, Rabie, and Suomela $[\mathrm{Bal}+19 \mathrm{~b}]$ used round elimination to show that the deterministic local complexity of maximal independent set is $\Omega(\log n / \log \log n)$. Thus, there is still a gap in our understanding:
Problem 1.13. Is there a deterministic $\widetilde{\Theta}(\log n)$-round algorithm for maximal independent set? ${ }^{17}$
On the randomized side, there is a randomized local algorithm for the problem by Ghaffari [Gha16] using the shattering approach and the best deterministic algorithm for the maximal independent set. With the currently best deterministic algorithm, its round complexity is $O(\log \Delta)+\widetilde{O}\left(\log ^{3} \log n\right)$.

This complexity is very close to optimal: Balliu, Brandt, Hirvonen, Olivetti, Rabie, and Suomela [Bal $+19 \mathrm{~b}]$ use round elimination to give a lower bound of $\Omega\left(\frac{\log \log n}{\log \log \log n}\right)$ for randomized algorithms, on a graph with $\Delta=\Omega\left(\frac{\log \log n}{\log \log \log n}\right)$. Next, a lower bound of Kuhn, Moscibroda, and Wattenhofer [KMW16] says that the local complexity of maximal independent set is $\Omega\left(\frac{\log \Delta}{\log \log \Delta}\right)$. Thus, one cannot hope for an algorithm with round complexity $O(\log \Delta)+o\left(\frac{\log \log n}{\log \log \log n}\right)$, or even $o(\Delta)+o\left(\frac{\log \log n}{\log \log \log n}\right)$.
Maximal Matching: Maximal matching can be seen as a special case of the maximal independent set problem on the line graph, i.e., the graph constructed from an input graph $G$ that has $E(G)$ as the vertex set and it contains an edge whenever two original edges of $G$ share a vertex. Thus the upper bounds for the above maximal independent set apply also to this problem. On the other hand, the lower bounds of Balliu, Brandt, Hirvonen, Olivetti, Rabie, and Suomela [Bal+19b] for maximal independent set also apply to matching. There is a long line of work on the maximal matching problem and its variants [HS12; GHS14; Gha16; Bal+19b; GG23; Bal+23a; DS24].
Vertex coloring: Linial's coloring algorithm [Lin92] that we will discuss more in-depth later in Section 2.1 provides a coloring of graphs of degree at most $\Delta$ with $\Delta+1$ many colors in $O\left(\Delta^{2}+\log ^{*} n\right)$ time. There is a long line of work trying to improve this complexity [Lub86; ABI86; CV86; GPS88; Lin92; SV93; Joh99; Nao91; PR01; KW06; Kuh09; SW10; BE11; BEK15; Bar15; Bar+16; HSS16; CLP18; BEG18; MT20; Mau21; GK22; GG23; Kuh20]. The fastest known deterministic algorithm in the regime of large $\Delta$ is either the algorithm of Ghaffari and Kuhn [GK22] with $O\left(\log n \cdot \log ^{2} \Delta\right)$ complexity, or the $\widetilde{O}\left(\log ^{2} n\right)$-round algorithm of Ghaffari and Grunau [GG23]. The fastest randomized algorithm in this regime is by $\mathrm{Chang}, \mathrm{Li}$, and Pettie [CLP18] and uses the shattering framework: Its randomized round complexity is $\widetilde{O}\left((\log \log n)^{2}\right)$. If we want the dependency on $n$ to be only $O\left(\log ^{*} n\right)$, then the fastest algorithm is the algorithm of Fraigniaud, Heinrich, and Kosowski [FHK16] with complexity $O\left(\sqrt{\Delta} \log \Delta+\log ^{*} n\right)$. The following problem is well-known in the local algorithms community.

Problem 1.14. Is there a $O\left(\right.$ poly $\left.\log \Delta+\log ^{*} n\right)$-round local algorithm for $\Delta+1$ coloring?

[^9]There is a long line of work on numerous variants of the coloring problem, in particular on $\Delta$-coloring (i.e., local Brooks' theorem) [Gha +18a], defective colorings [CPS17b; FK23], frugal coloring [CPS17b], fractional colorings [BKO22], arboricity-dependent coloring [BE11], weak coloring [Kuh09; Bal +19 c ; Bal +19 d ] and other variants.

Edge coloring: When allowing $2 \Delta-1$ colors, the proper edge coloring problem becomes a special case of $\Delta+1$ vertex coloring on line graphs, making the results for that problem applicable. There is a long line of work on $2 \Delta-1$ edge coloring trying to improve upon the state of the art for $\Delta+1$ vertex coloring $[\mathrm{BKO} 20 ; \mathrm{Bal}+22 \mathrm{~d}$; Gha $+18 \mathrm{~b}]$. As a highlight, Balliu, Brandt, Kuhn, and Olivetti $[\mathrm{Bal}+22 \mathrm{~d}]$ provided a $O$ (poly $\left.\log \Delta+\log ^{*} n\right)$-round algorithm for it, thus resolving Problem 1.14 in this special case.

Another natural target is $\Delta+1$ edge coloring guaranteed by Vizing's theorem. There is a long line of work on the problem [Cha+18; GP20; Gre23; Ber22a; BD23b; BD23a]; the fastest algorithms of Bernshteyn [Ber22a] and Bernshteyn and Dhawan [BD23b] have deterministic poly $(\Delta \log n)$ local complexity.
Spanners: Given a graph $G$, its subgraph $H$ is a spanner with stretch $\alpha$ if for every two nodes $u, v$ we have $d_{G}(u, v) \leqslant d_{H}(u, v) \leqslant d_{G}(u, v)$. It is known that for any $k$ there is always a spanner with stretch $2 k-1$ and $n^{1+1 / k}$ edges [Alt+93]. The task is to construct a spanner with similar parameters with a local algorithm.

This problem is a nice example of a non-local problem (certifying whether a subgraph $H$ is a spanner has checkability radius $\Omega(n)$ in general) where it is still meaningful to ask about its local complexity. It is known that the deterministic local complexity of constructing a spanner with stretch $2 k-1$ with $O\left(k n^{1+1 / k}\right)$ edges is $O(k)$ [BS07; Der +08$]$. For $k=$ poly $\log n$, we can deterministically construct spanners with poly $\log n$ stretch and $n+n /$ poly $\log n$ edges in poly $\log n$ deterministic rounds [EN17; Bez +22 ].
Other problems: There are many other problems studied in the literature: Approximation to covering or packing integer linear programs [GKM17], approximate maximum matching and flows [NO08; Åst+10; FMU22; CP23], dominating sets and set covers [Suo10; GHS13; DKM19], low out-degree orientations [BE10; GS17], and many others.

## Chapter 2

## The Sublogarithmic Regime

In the previous chapter, we gained a good understanding of the fundamentals of local complexity - in essence, if we care about the complexities up to poly $\log n$, there are several equivalent definitions of it with sequential local algorithms being a particularly helpful model for designing algorithms.

In this chpater, we will restrict our attention to bounded degree graphs and local problems of sublogarithmic complexity. Something remarkable is going to happen: We will see that while, a priori, we would expect all kinds of problem complexities, there are only three distinctive classes of local problems. This sharp threshold phenomenon is a consequence of remarkable results known as speedup theorems.

As a rough roadmap for the rest of the chapter, we are going to give a more or less self-contained proof of the following Theorem 2.1 in it, with Section 2.1 focusing on the symmetry-breaking regime, Section 2.2 focusing on the Lovász-local-lemma regime, and Section 2.3 focusing on showing that there are gaps in between the regimes.

Theorem 2.1 (Classification of local problems with $o(\log n)$ complexity on bounded degree graphs). Let us fix any $\Delta$ and the class of graphs of degree at most $\Delta$. Then, any local problem with randomized round complexity $o(\log n)$ has one of the following three round complexities.

1. Order-invariant regime: The problem has $O(1)$ deterministic and randomized round complexity.
2. Symmetry-breaking regime: The deterministic and randomized round complexity of the problem lies between $\Omega\left(\log \log ^{*} n\right)$ and $O\left(\log ^{*} n\right)$ (both the deterministic and the randomized complexity is the same function).
3. Lovász-local-lemma regime: The problem has deterministic round complexity between $\Omega(\log n)$ and $\widetilde{O}\left(\log ^{4} n\right)$. Its randomized round complexity is between $\Omega(\log \log n)$ and $\widetilde{O}\left(\log ^{4} \log n\right)$.

### 2.1 The Symmetry-Breaking Regime

In the bounded-degree regime, the problems of maximal independent set or the closely related problem of $(\Delta+1)$-coloring play a bit similar role to network decomposition, as we will see in Theorem 2.5. These problems are known as symmetry-breaking problems. This section shows that the round complexity of these problems is $\Theta\left(\log ^{*} n\right)$ on bounded-degree graphs.

Basic symmetry breaking problems like maximal independent set and $\Delta+1$ coloring are closely related. Their round complexity on bounded degree graphs is $\Theta\left(\log ^{*} n\right)$.

### 2.1.1 Fast Coloring Algorithm and its Implications

We will first discuss a classical local coloring algorithm of Linial [Lin92] improving upon earlier work from [CV86; GPS88]. This algorithm colors a graph of degree at most $\Delta$ with $O\left(\Delta^{2}\right)$ many colors in $O\left(\log ^{*} n\right)$
rounds. We will later see in Theorem 2.5 that this implies that on bounded-degree graphs, the local complexity of constructing the maximal independent set and $\Delta+1$ coloring is $O\left(\log ^{*} n\right)$.

The main idea behind Linial's algorithm is as follows: At the beginning of the algorithm, we will think of the unique identifiers at the vertices as an input proper coloring with colors from the (very large) range $\left[n^{O(1)}\right]$. The heart of the proof is to provide a 1-round local algorithm that takes as input a coloring with colors from $k$, and outputs a coloring with colors from a much smaller range $O_{\Delta}(\log k)$. Repeating this process $O\left(\log ^{*} n\right)$ many rounds, we end up with a coloring with $O_{\Delta}(1)$ many colors.

It remains to construct a suitable 1-round algorithm. To do this, we will use the so-called cover-free families defined below.

Definition 2.2. Given a ground set [ $\left.k^{\prime}\right]$, a family of sets $S_{1}, \ldots, S_{k} \subseteq\left[k^{\prime}\right]$ is called a $\Delta$-cover free family if for each set of indices $i_{0}, i_{1}, \ldots, i_{\Delta} \in[k]$, we have $S_{i_{0}} \backslash\left(\bigcup_{j=1}^{\Delta} S_{i_{j}}\right) \neq \varnothing$. That is, no set in the family is a subset of the union of some $\Delta$ other sets.

Such families can be constructed with the following parameters.
Lemma 2.3 ([KSS81; EFF82] or see [Gha20, Lemma 1.19, 1.20]). For any $k, \Delta$, there exists a $\Delta$-cover free family of size $k$ on a ground set of size $k^{\prime}=O\left(\Delta^{2} \log k\right)$. Moreover, if $k \leqslant \Delta^{3}$, it exists for $k^{\prime}=O\left(\Delta^{2}\right)$.

We can now state and analyze Linial's algorithm.
Theorem 2.4 (Linial [Lin92]). The deterministic round complexity of constructing a coloring with $O\left(\Delta^{2}\right)$ many colors is $O\left(\log ^{*} n\right)$.
Proof. We will show a one-round algorithm that turns an input proper $k$-coloring into a proper $O\left(\Delta^{2} \log k\right)$ coloring. Moreover, in case $k \leqslant \Delta^{3}$, we can turn the $k$-coloring into an $O\left(\Delta^{2}\right)$ coloring. We then interpret the input unique identifiers as proper coloring and apply the one-round algorithm $O\left(\log ^{*} n\right)$ many times. A calculation shows that the number of colors then drops to $O\left(\Delta^{2} \log \Delta\right)$. After one more round and using the case $k \leqslant \Delta^{3}$, the number of colors becomes $O\left(\Delta^{2}\right)$, as needed.

The one-round algorithm simply interprets each input color from $[k]$ as a set in a $\Delta$-cover free family over the ground set $\left[k^{\prime}\right]$ for $k^{\prime}=O\left(\Delta^{2} \log k\right.$ ) (and $k^{\prime}=O\left(\Delta^{2}\right)$ in case $k \leqslant \Delta^{3}$ ). Such a family exists by Lemma 2.3. After each vertex $u$ with a color $S_{u}$ learns the colors $S_{v_{1}}, \ldots, S_{v_{d}}$ of its neighbors, it simply chooses any color in the set $S_{u} \backslash\left(\bigcup_{i=1}^{d} S_{v_{i}}\right)$ as its new color. This set is non-empty by the definition of a cover-free family, and the new coloring is proper. ${ }^{1}$

Simulation of sequential local algorithms: We notice that graph coloring can be seen as a special case of network decomposition discussed in Chapter 1 where each cluster has diameter 0. In particular, coloring with a small number of colors allows us to turn sequential local algorithms into distributed local ones similarly to Theorem 1.4.

Theorem 2.5. Let $\mathcal{A}$ be a sequential local algorithm with local complexity $t(n)$. Then, we can turn it into a distributed local algorithm of round complexity $O\left(\Delta^{O(t(n))}+t(n) \cdot \log ^{*} n\right)$. If the sequential algorithm is deterministic, so is the distributed one.

Proof. We follow the outline of the proof of Theorem 1.4 that simulated sequential local algorithms using network decompositions. To simulate a sequential local algorithm $\mathcal{A}$ of local complexity $t(n)$, we first construct a coloring of $G^{t(n)}$ with $O\left(\Delta^{2}\left(G^{t(n)}\right)\right)$ colors ${ }^{2}$ using Linial's algorithm from Theorem 2.4. That

[^10]algorithm needs $O\left(t(n) \cdot \log ^{*} n\right)$ rounds where we multiply by $t(n)$ because one round of communication in $G^{t(n)}$ can be simulated in $t(n)$ rounds in $G$. Subsequently, we iterate over all colors and simulate the sequential algorithm $\mathcal{A}$ as in Theorem 1.4. That simulation takes additional $O\left(\Delta^{2}\left(G^{t(n)}\right)\right)=\Delta^{O(t(n))}$ rounds.

As a corollary of Theorem 2.5, we get that maximal independent set or $\Delta+1$-coloring can be constructed in $O\left(\log ^{*} n\right)$ rounds on bounded-degree graphs.

Corollary 2.6. Sequential local algorithms with local complexity $O$ (1) (such as algorithms for the maximal independent set or $\Delta+1$ coloring) can be simulated with round complexity $O\left(\log ^{*} n\right)$ on bounded degree graphs.

Understanding unique identifiers: Let us now discuss the unique identifiers from the range $\left[n^{O(1)}\right]$ in the definition of deterministic algorithms. We will use our understanding of coloring to see that the strength of the model of deterministic algorithms remains the same even if the identifiers come from a much larger range like $\left[2^{n}\right]$ or $\left[2^{2^{n}}\right]$. Moreover, we will understand why identifiers are not needed in the definition of sequential local algorithms.

The following theorem will use an instance of a fooling argument, variants of which we will enjoy employing later on. To motivate it, notice that it is a bit awkward that the definition of a local algorithm talks about globally unique identifiers. We will next "fool" a given deterministic local algorithm solving a local problem by supplying to it a distance coloring (i.e., coloring of the power graph) with $n^{O(1)}$ many colors instead of unique identifiers. The algorithm still has to work since a failure of the algorithm for input distance coloring would imply a failure for input unique identifiers.

Theorem 2.7. Let $\mathcal{A}$ be a deterministic local algorithm of round complexity $t(n)$ for a local problem $\Pi$. Then, given any $s=n^{\omega(1)}$, there is a deterministic local algorithm $\mathcal{A}^{\prime}$ solving $\Pi$ in $O\left(t(n) \cdot \log _{n}^{*}(s)\right)$ rounds ${ }^{3}$ and assumes that the identifiers are from range $[s]$.

Similarly, let $\mathcal{A}$ be a sequential local algorithm of local complexity $t(n)$ for a local problem $\Pi$ in a model of sequential local algorithms where each node has additionally a unique identifier from $\left[n^{O(1)}\right]$. Then there is a sequential local algorithm $\mathcal{A}^{\prime}$ of complexity $O(t(n))$ in the standard model of sequential local algorithms without any identifiers.

Proof. Let $\mathcal{A}$ be a deterministic algorithm of round complexity $t(n)$ solving a local problem $\Pi$ with local checkability $r$ in the model where the unique identifiers are from $\left[n^{O(1)}\right.$ ] (the constant in the exponent is assumed to be large enough). We construct a new algorithm $\mathcal{A}^{\prime}$ that works in the less powerful model with identifiers from [s] as follows. We first compute a coloring of the power graph $G^{2(t(n)+r)}$ with $n^{O(1)}$ many colors, then we simulate $\mathcal{A}$ with that coloring as identifiers.

In particular, the coloring is constructed by iterating color reductions of Linial's algorithm of Theorem 2.4. Recall that each color reduction reduces the range of color exponentially, thus after $\log _{n}^{*}(s)$ rounds, we reduce the input coloring with colors from $[s]$ to a coloring with colors of size at most $O\left(\Delta^{2}\left(G^{2(t(n)+r)}\right)\right)=n^{O(1)}$.

Next, we prove that $\mathcal{A}^{\prime}$ is correct. Assume that $\mathcal{A}^{\prime}$ fails to solve $\Pi$ at a node $u$. Notice that this failure depends only on the $(t(n)+r)$-hop neighborhood of $u$ where the coloring constructed by $\mathcal{A}^{\prime}$ uses unique colors. In particular, we can extend this coloring of $B(u, t(n)+r)$ to a labeling of every node of the input graph with unique identifiers. The original algorithm $\mathcal{A}$ fails to solve $\Pi$ at $u$ for these identifiers, a contradiction with $\mathcal{A}$ being correct.

The proof of the second claim in the theorem is very similar and, in fact, easier, since $\Delta+1$-coloring has constant sequential local complexity and thus Linial's color reductions are not needed.

As a helpful corollary of the second part of Theorem 2.7, we can now see that any deterministic local algorithm $\mathcal{A}$ solving some local problem can be converted into a deterministic sequential algorithm of the same asymptotic local complexity. This was actually not clear until now since our definition of deterministic sequential algorithms in Definition 1.3 did not contain input unique identifiers.

[^11]
### 2.1.2 Lower bound for coloring via round elimination

Finally, let us prove that the $\log ^{*} n$ dependency for constructing maximal independent sets or colorings is necessary.

Theorem 2.8 (Naor [Nao91] and Linial [Lin92]). The local complexity of computing $\Delta+1$ coloring is $\Omega\left(\log ^{*} n\right)$, even on graphs that are oriented paths.

There are several known proofs of this theorem [Nao91; Lin92]; we will use the proof of Linial [Lin92] framed in the language of a powerful technique known as the round elimination (see [Suo13] for an introduction to it). In essence, given a local problem $\Pi$, round elimination is an automated technique that defines a problem $\Pi^{\prime}$ such that the round complexity of the fastest algorithm for $\Pi^{\prime}$ is exactly one round smaller than the round complexity of the fastest algorithm for $\Pi$ (unless its complexity was already zero). This is very helpful for proving lower bounds: If we start with some problem $\Pi$ and argue that even after $t$ rounds of round elimination, the problem $\Pi^{\prime}$ that we ended up with is not solvable in zero rounds, we infer that the local complexity of $\Pi$ is at least $t$.

Preparations for the lower bound: We will prove the lower bound in the extremely simple setup where we are promised that the input graph is an oriented path, i.e., the setup from Section 1.1. The lower bound will be for deterministic algorithms, so each node starts with a unique identifier. We will make a further restriction on the identifiers, we require that the input labeling with identifiers is increasing; that is, if for every oriented edge $e=u v$ going from $u$ to $v$, we have $I D(u)<I D(v)$.

Next, let us discuss local algorithms. It will be helpful to think about them as functions in the spirit of Definition 1.2. A subtlety we need to be careful about is that in one step of round elimination, we don't want to directly convert a $t$-round local algorithm (that sees $2 t+1$ vertices) to a $t-1$ round algorithm (that sees $2 t-1$ vertices). Instead, we want to convert an algorithm that sees $t$ vertices to an algorithm that sees $t-1$ vertices. To this end, we define an edge-centered $(t+1 / 2)$-round algorithm $\mathcal{A}$ to be a local algorithm such that for an edge $e=u v$, the input to $\mathcal{A}$ is the ball $B(u v, t-1)$ defined as $B(u, t-1) \cup B(v, t-1)$. The output of $\mathcal{A}$ is a label for the edge $e$. For example, $1 / 2$-round local algorithm run on $e$ has access to the two identifiers $I D(u)$ and $I D(v)$ and it maps the two identifiers to a label of $e$.
One half-round reduction: Here comes the heart of the proof; we will show that any given $t$-round local algorithm for coloring vertices with $k$ colors can be converted to a ( $(t-1 / 2)$ )-round algorithm for coloring edges with $2^{k}$ colors.

Lemma 2.9. Assume that for $t>0$ we are given a node-centered $t$-round deterministic local algorithm $\mathcal{A}$ that outputs a proper coloring with $k$ colors on oriented paths with increasing unique identifiers. Then, there is an edge-centered $((t-1 / 2))$-round algorithm $\mathcal{A}^{\prime}$ that properly colors the edges with $2^{k}$ colors in the same setup. Similarly, edge-centered $(t+1 / 2)$-round algorithms can be converted into node-centered $t$-round algorithms.

Proof. We will only discuss the conversion of a node-centered algorithm into an edge-centered one, the other case is very similar.

Given a $t$-round algorithm $\mathcal{A}$, we define a $\left(t-1 / 2\right.$ )-round edge-centered algorithm $\mathcal{A}^{\prime}$ as follows (see Figure 2.1): Given an edge $e=u v$ so that $\mathcal{A}^{\prime}$ has access to $B(u v, t-1)$, we let $\mathcal{A}^{\prime}$ to consider all possible identifiers of the unique node $x \in B(v, t) \backslash B(u v, t-1)$, i.e., the only node that $\mathcal{A}$ sees but $\mathcal{A}^{\prime}$ doesn't. For each possible value of the identifier $I D(x)$ of $x$ (we also consider the option that we are at the end of the path and the vertex $x$ does not exist), the algorithm $\mathcal{A}^{\prime}$ simulates $\mathcal{A}$ and records the color that $\mathcal{A}$ outputs. The final output of $\mathcal{A}^{\prime}$ is a subset of $[k]$ that contains each color $c \in[k]$ whenever there is an identifier that makes $\mathcal{A}$ output $c$. We can encode the set with $k$ bits, i.e., we can view this set of original colors as a new color from the range $\left[2^{k}\right]$. This finishes the description of $\mathcal{A}^{\prime}$.

Our task is to prove that $\mathcal{A}^{\prime}$ returns a proper coloring of edges. Here is what this question reduces to: Consider any increasing labeling of the oriented path with identifiers and consider any three consecutive nodes $u, v, w$ (see Figure 2.2). We again let $x$ be the unique node in $B(v, t) \backslash B(u v, t-1)$ and $y$ the subsequent neighbor of $x$. Consider the new colors $C_{1}, C_{2} \in\left[2^{k}\right]$ that $\mathcal{A}^{\prime}$ outputs on the two edges $u v$ and $v w$. We need to prove that the two colors $C_{1}, C_{2}$ are different. We do that by focusing on the original color $c \in[k]$ that $\mathcal{A}$ outputs at $v$.


Figure 2.1: The definition of the 1.5 -round algorithm $\mathcal{A}^{\prime}$ derived from a 2 -round algorithm $\mathcal{A}$ : The algorithm $\mathcal{A}^{\prime}$ considers all compatible one-node extensions of its neighborhood containing 4 nodes to 5 -node-neighborhoods (in the picture, this corresponds to the following node having the identifier $12,13, \ldots, n^{O(1)}$, and the possibility that the node does not exist). The algorithm considers all possible answers that $\mathcal{A}$ returns for those neighborhoods (the picture shows that the red and the blue color are two of those possible answers). The color that $\mathcal{A}^{\prime}$ uses to color the edge it is centered on is simply the set of all colors that $\mathcal{A}$ returns for some extension (in the picture, it is the set containing the red and the blue color).


Figure 2.2: The situation from the proof of correctness of $\mathcal{A}^{\prime}$ : We need to argue that the two colors $C_{1}, C_{2}$ are different. To do so, we define $c$ to be the color that $\mathcal{A}$ outputs on the input (5, $9,10,11,15)$. By definition, we have $c \in C_{1}$. On the other hand, if $c \in C_{2}$, we get an existence of an identifier $I D^{\prime}(y)$ such that $\mathcal{A}$ returns $c$ on the input $\left(9,10,11,15, I D^{\prime}(y)\right)$. But then we consider the input $\left(5,9,10,11,15, I D^{\prime}(y)\right)$ and notice that $\mathcal{A}$ colors two consecutive vertices with the same color $c$, a contradiction with its correctness.

On one hand, notice that $c \in C_{1}$ because the edge-centered algorithm $\mathcal{A}^{\prime}$ run at $u v$ considers the actual identifier $I D(x)$ as a possibility and thus includes $c$ in $C_{1}$.

On the other hand, assume for contradiction that $c \in C_{2}$. That would imply that there is a certain identifier $I D^{\prime}(y)$ that makes the output of $\mathcal{A}$ at $w$ to be the color $c$. But now consider changing the valid increasing labeling of identifiers that we started with by letting the identifier of $y$ be equal to $I D^{\prime}(y)$. Let's look at all the nodes in $B(v w, t)$. The identifiers on them are still a valid increasing identifier sequence. ${ }^{4}$ But after extending $B(v w, t)$ and its identifiers to a path on $n$ vertices labeled with increasing identifiers, $\mathcal{A}$ fails to solve $k$-coloring on that graphs since it outputs the same color $c$ at both $v$ and $w$, a contradiction.

We can now prove Theorem 2.8 as follows: Assuming an $t=o\left(\log ^{*} n\right)$-round algorithm for 3 -coloring of oriented paths, we apply Lemma $2.92 t$ times until we end up with a 0 -round algorithm $\mathcal{A}_{0}$ that colors oriented paths with less than $n$ colors. But such $\mathcal{A}_{0}$ is simply a function mapping an input identifier from range $\left[n^{O(1)}\right.$ ] to a color in the smaller range $[n]$. Using the pigeonhole principle, we can find two identifiers that $\mathcal{A}_{0}$ maps to the same color and argue that if these two identifiers happen to be present at two neighboring nodes, $\mathcal{A}_{0}$ fails to output proper coloring. ${ }^{5}$

### 2.2 The Lovász Local Lemma Regime

We will next discuss Lovász local lemma, a very expressible local problem closely related to the third regime of problems from Theorem 2.1.
Definition of Lovász local lemma: Lovász local lemma is the following very general local problem ${ }^{6}$. The problem is formally defined for bipartite graphs in which nodes of one part are labeled as random variables and the nodes of the other part are labeled as bad events. We denote the maximum degree of random variable nodes as $\Delta_{\text {r.v. }}$ and the maximum degree of bad event nodes as $\Delta_{b . e .}$. Each node $u$ labeled as a random variable is additionally labeled with a probability space $\Omega_{u}$. To simplify discussions, we will without loss of generality assume that each probability space is an infinite list of random bits (i.e., it is the uniform distribution on $[0,1])$. Next, each node $v$ labeled as a bad event that neighbors with nodes $u_{1}, \ldots, u_{d}$ with $d \leqslant \Delta_{\text {b.e. }}$ is additionally labeled with an event $\mathcal{E}_{v}$ on the space $\prod_{i=1}^{d} \Omega_{u_{i}}$.

Often, it is useful to work only with a graph induced by bad-event nodes where two bad-event nodes are connected if they share a common random variable. In that case, we will talk about the dependencygraph formulation of Lovász local lemma and use $\Delta$ to denote its maximum degree. On the other hand, the setup with a bipartite graph with both bad-event nodes and random-variable nodes will be denoted as the variable-event-graph.

The crucial ingredient to the Lovász local lemma is a requirement on the bad events that, roughly speaking, says that we can use the union bound in the dependency-graph neighborhood of every bad event $\mathcal{E}_{v}$ and conclude that with positive probability, neither $\mathcal{E}_{v}$, nor its neighboring bad events occur. Namely, in the tight version of Lovász local lemma, we are given a promise ${ }^{7}$ that each bad event $\mathcal{E}_{v}$ has probability at most $p$ where $p$ is defined by the following Lovász local lemma criterion:

$$
\begin{equation*}
p \cdot(\Delta+1) \leqslant 1 / \mathrm{e} . \tag{2.1}
\end{equation*}
$$

A foundational result of Erdős and Lovász [EL75] is that even in the tight formulation, it is always possible to solve any instance of the local lemma problem, by which we mean that one can instantiate random variables so that no bad event occurs.

[^12]A $C$-relaxed (or just polynomially-relaxed) version of Lovász local lemma, which is a bit more relevant to our applications, only requires that

$$
\begin{equation*}
p \cdot \Delta^{C} \leqslant 1 \tag{2.2}
\end{equation*}
$$

This section will show both fast algorithms and lower bounds for the polynomially-relaxed Lovász local lemma.

Lovász local lemma is a very versatile and expressible local problem. Its deterministic round complexity on bounded degree graphs is $\Theta$ (poly $\log n)$, and its randomized complexity $\Theta($ poly $\log \log n)$.

### 2.2.1 Fast Algorithms for the Local Lemma

We first discuss how to solve any instance of the local lemma with a fast deterministic local algorithm. To this end, we will start with a randomized algorithm that we later derandomize by Theorem 1.8. In a breakthrough result in the area of constructive algorithms for the local lemma, Moser and Tardos [MT10] presented an algorithm for it in the tight formulation. Moreover, they presented a parallel variant of their algorithm that can be interpreted as a local algorithm with round complexity $O\left(\log ^{2} n\right)$. This complexity was later improved by Chung, Pettie, and Su [CPS17b] to $O(\log n)$ rounds on bounded degree graphs. Plugging their result to Theorem 1.8, we obtain the following theorem.

Theorem 2.10. The deterministic round complexity of solving any instance of the tight version of Lovász local lemma on bounded degree graphs is $\widetilde{O}\left(\log ^{4}(n)\right)$.

Even faster randomized algorithm: Next, we will show that there is an even exponentially faster randomized algorithm for the relaxed version of the local lemma. We will discuss the algorithm of Fischer and Ghaffari [FG17] with round complexity poly $\log \log n$ which is based on the technique of shattering, a successful technique (cf. Section 1.6) that goes back to the work on algorithmic local lemma by Beck [Bec91].

The idea is as follows. Our algorithm will have two phases. In the first phase, we use a sequential local algorithm with constant complexity to do the following. Given an instance of the local lemma, the algorithm fixes most of the random variables in such a way that most bad events are satisfied (i.e., all random variables relevant for that bad event are fixed and it does not occur). The fraction of fixed random variables and satisfied events is in particular $1-1 / \Delta^{O(1)}$. The price for this outcome is that remaining, unfixed, bad events have their probability slightly increased from $1 / \Delta^{C}$ to $1 / \Delta^{C^{\prime}}$ for some $C^{\prime}<C$.

Fortunately, we have an additional guarantee on the unfixed bad events. Due to the very small locality of the algorithm in the first phase, we can use an independence-like argument to show that the size of the connected components of unfixed bad events is $O\left(\Delta^{O(1)} \log n\right.$ ), with high probability (see Figure 2.3). We also say that the graph shatters into small components. We can thus run the best deterministic algorithm from Theorem 2.10 as the second phase of the algorithm, to solve the remaining instance of the $C^{\prime}$-relaxed local lemma. This second phase takes poly $\log (\Delta \log n)$ rounds which is also the round complexity of the overall algorithm. ${ }^{8}$ We will now make the above discussion formal.

Theorem 2.11 (First phase of Fischer and Ghaffari [FG17]). There is a randomized sequential local algorithm $\mathcal{A}$ of constant local complexity that gets as input a variable-event graph of an instance of $C$-relaxed Lovász local lemma for large enough C. The algorithm fixes some bits of each random variable to concrete values so that conditioned on those fixed bits, we have the following two properties:

1. Each bad event has probability at most $1 /(3 \Delta)$.
2. Up to $1 / \operatorname{poly}(n)$ error probability, the residual dependency graph induced by bad events with non-zero probability has connected components of size $O\left(\Delta^{3} \log n\right)$.

[^13]

Figure 2.3: This picture shows an example variable-event graph corresponding to an instance of Lovász local lemma; the circles represent bad events and squares represent random variables. The picture shows the situation after the first phase of Fischer-Ghaffari algorithm (Theorem 2.11). Most random variables are set to a fixed value (grey squares). A small proportion of the random variables remains unset (red squares) and the bad events neighboring with an unset random variable (red circles) form connected components of diameter $O(\log n)$.

Proof. ${ }^{9}$ The algorithm $\mathcal{A}$ is defined as follows. We iterate over the random variables and for each randomvariable node $u$ with neighboring bad-event nodes $v_{1}, \ldots, v_{d}$, we perform the following process. We sample the random bits of $\Omega_{u}$ one by one. While we do that, we consider the probabilities of neighboring bad events $P\left(\mathcal{E}_{i}\right)$ for each $1 \leqslant i \leqslant d$. The first time it happens that for some $i$ we have $P\left(\mathcal{E}_{i}\right)>1 /(6 \Delta)$, i.e., the bad-event probability crosses the dangerous threshold of $1 /(6 \Delta)$, we stop sampling and do the following.

We label $u$, together with all other random variables neighboring $v_{i}$ as frozen (if more $v_{i}$ 's jumped over the dangerous threshold at the same time, we do this to all of them). We never sample bits of frozen random variables in the future. In particular, we stop sampling bits of $u$ and continue with the next unfrozen random variable in the arbitrary order of our sequential local algorithm. This finishes the description of the algorithm.

To see that each bad event has probability at most $1 /(3 \Delta)$ during any point throughout the algorithm, we notice that if an event $\mathcal{E}$ of probability $P(\mathcal{E})=p$ depends on a single bit of randomness $b$, we have, by Markov's inequality, that $P(\mathcal{E} \mid b=0), P(\mathcal{E} \mid b=1) \leqslant 2 p$. That is, the bad event probability in our process never increases multiplicatively by a factor larger than 2 , which together with the definition of the dangerous threshold implies the desired bound.

To understand the size of connected components in the residual dependency graph (i.e., components of bad-event nodes of non-zero probability after we set the random bits), consider any fixed set $S$ of bad-event nodes with the following two properties:

1. (independence) no two nodes $v_{1}, v_{2} \in S$ are neighboring in the dependency graph $G$,
2. (connectivity) $S$ is connected in $G^{6}$.

We will next prove that with high probability, no such set $S$ of size $\Omega(\log n)$ survives to the residual graph.
First, we use the independence property to prove that the probability that all nodes in a fixed set $S$ crossed the dangerous threshold during our process is exponentially small in the number of nodes $|S|$. Let us contemplate the behavior of the algorithm $\mathcal{A}$ with respect to any bad-event node $v \in S$ and the random variables $u_{1}, \ldots, u_{d}$ neighboring $v$ in the variable-event graph. We note that if bits $b_{1}, \ldots, b_{k-1}$ were already sampled and $b_{k}$ is sampled next, we have $E_{b_{k}}\left[P\left(\mathcal{E}_{v} \mid b_{1}, \ldots, b_{k}\right)\right]=P\left(\mathcal{E}_{v} \mid b_{1}, \ldots, b_{k-1}\right)$. Hence, viewing $P\left(\mathcal{E}_{v}\right)$ as a random variable that depends on bits sampled from $\Omega_{u}, u \in V(G)$, we conclude that its expectation is at most $1 / \Delta^{C}$ and we can thus use Markov's inequality to conclude that the probability of $P\left(\mathcal{E}_{v}\right)$ crossing the dangerous threshold is at most $\frac{6 \Delta}{\Delta^{C}}=6 / \Delta^{C-1}$. Moreover, we notice that if we first set the randomness of nodes in $V^{\prime}=V(G) \backslash\left(u_{1} \cup \cdots \cup u_{d}\right)$ to whatever values, we can still make above argument and conclude

[^14]that for all ways of setting $\Omega_{u}=\omega_{u}$ for all $u \in V^{\prime}$ we have
$$
P\left(\mathcal{E}_{v} \mid \forall u \in V^{\prime}: \Omega_{u}=\omega_{u}\right) \leqslant 6 / \Delta^{C-1}
$$

Since we assumed that $S$ is an independent set of bad-event nodes in the dependency graph, we can thus inductively prove that the probability of all nodes in $S$ crossing the dangerous threshold is at most $\left(\frac{6}{\Delta^{C-1}}\right)^{|S|}$.

We next count the number of possible sets $S$ of size $t$ that satisfy the connectivity property: Each such $S$ can be specified by fixing any node $u \in S$, and then specifying how one can walk for $2(|S|-1)$ steps in $G^{6}$ so that the walk defines a spanning tree of $G^{6}[S]$. Hence, the number of sets $S$ of size $t$ is at most $n \cdot\left(2 \Delta^{6}\right)^{2(t-1)}$. We can thus upper bound the existence of some connected surviving set $S$ of size $t$ as

$$
n \cdot(2 \Delta)^{12 t} \cdot\left(\frac{6}{\Delta^{C-1}}\right)^{t}
$$

Choosing $C=O(1)$ and $t=O(\log n)$ large enough, we conclude that the size of this expression is at most $1 / n^{O(1)}$.

Finally, for $t=O(\log n)$ from the above argument, consider any connected subset $S$ of $G$ of size at least $(2 \Delta)^{3} \cdot t$ and assume that $S$ survived to the residual dependency graph. Then, we can find its subset $S^{\prime} \subseteq S$ of size at least $\left|S^{\prime}\right| \geqslant t$ where $S^{\prime}$ is independent in $G^{3}$, yet $S^{\prime}$ is connected in $G^{4}$. To see this, consider a greedy algorithm that starts with $S^{\prime}=\{u\}$ for arbitrary $u \in S$, iterates through vertices of $S$ and while we still can add at least one node $v \in S$ to $S^{\prime}$ and keep the independence property, we choose any $v$ with distance 4 to $S^{\prime}$ and add it to $S^{\prime}$. One can see that the final set $S^{\prime}$ has to be connected in $G^{4}$. Also, $\left|S^{\prime}\right| \geqslant t$ because adding a vertex to $S^{\prime}$ disqualifies at most $\left(2 \Delta^{3}\right)$ vertices to be added to $S^{\prime}$ in the future.

If all nodes of $S$ survived to the residual dependency graph, it means that every node in $S^{\prime}$ has to have a neighboring node that crossed the dangerous threshold. The set $S^{\prime}$ thus gives rise to a set $S^{\prime \prime}$ of size $\left|S^{\prime \prime}\right|=\left|S^{\prime}\right| \geqslant t$ of nodes that all crossed the dangerous threshold. Moreover, by $S^{\prime}$ being independent in $G^{3}$, we conclude that $S^{\prime \prime}$ is independent in $G$. Since $S^{\prime}$ was connected in $G^{4}, S^{\prime \prime}$ is connected in $G^{6}$. The set $S^{\prime \prime}$ thus satisfies the requirements of a set that, as we have proven, does not occur in the residual graph with high probability and we can thus conclude the same for the original connected set $S$.

Putting Theorem 2.11 (simulated as a distributed algorithm by Theorem 2.5) together with Theorem 2.10, we conclude that the following result holds.

Theorem 2.12 (Fischer and Ghaffari [FG17]). There exists a constant $C$ such that the randomized round complexity of any instance of the $C$-relaxed Lovász local lemma on bounded-degree graphs is $\widetilde{O}\left(\log ^{4} \log n\right)$.

The dependency on $\Delta$ in the round complexity of Fischer-Ghaffari algorithm is polynomial. It is unknown whether this polynomial dependency can be improved to logarithmic.

Problem 2.13. Is there a randomized local algorithm for relaxed Lovász local lemma with round complexity $O($ poly $\log \Delta+$ poly $\log \log n)$ ?

Conjecture of Chang and Pettie [CP19]: We note that Chang and Pettie [CP19, Conjecture 1] conjecture that any instance of the relaxed local lemma can be solved with randomized $O(\log \log n)$ complexity.

Problem 2.14 (Chang-Pettie Conjecture). Is it true that the randomized round complexity of C-relaxed Lovász Local Lemma for some large enough $C$ is $\Theta(\log \log n)$ on bounded degree graphs?

We will see later in Section 2.3.2 that the randomized round complexity $O(\log \log n)$ implies the deterministic round complexity of $O(\log n)$ via Theorem 2.21.
Self-contained algorithm: A bit unfortunate property of Theorem 2.12 is that it relies on the randomized entropy-compression algorithms from Moser and Tardos [MT10] or Chung, Pettie, and Su [CPS17b]. However, we can prove Theorem 2.12 also in a self-contained way: First, we observe that after the first phase of the Fischer-Ghaffari algorithm finished, each surviving bad event simply collects the whole connected component of the residual graph; then we solve the problem in each residual component by applying
the standard, existential, Lovász local lemma. This new randomized algorithm has complexity $O(\log n)$ on bounded degree graphs since this is the maximum diameter of residual components, with high probability. We can derandomize this algorithm using Theorem 1.8 and use the resulting deterministic algorithm instead of the algorithm of Chung, Pettie, and Su [CPS17b] in the second phase of our shattering algorithm. This way, we get a simpler and more self-contained algorithm. Its downside is a worse value of $C$ and a worse dependence of round complexity on $\Delta$.

### 2.2.2 Lower Bound via Round Elimination

Next, we will show that the deterministic local complexity of solving a certain specific instance of Lovász local lemma is $\Omega(\log n)$. Later, we will prove in Theorem 2.21 that this also implies a randomized lower bound of $\Omega(\log \log n)$, thus showing that the round complexity of Fischer-Ghaffari algorithm from Theorem 2.12 is close to tight.

The problem we choose for the lower bound is sinkless orientation. We will define the problem only on trees of degree at most $\Delta$ where it is already hard. The task is to orient all the edges of the input tree so that no node is a sink, which is defined as a node such that all $\Delta$ neighboring edges point towards it (nodes of degree less than $\Delta$ are not constrained in any way).

Sinkless orientation can be seen as a specific instance of the local lemma: orienting each edge randomly corresponds to a random variable at each edge. Then, a vertex becoming a sink corresponds to a bad event of probability $2^{-\Delta}$. For large enough $\Delta$, this is much smaller than the polynomial criterion $1 / \Delta^{C}$ from Equation (2.2) which makes this problem a valid instance of the local lemma. We will next prove the following theorem.

Theorem 2.15 (Brandt, Fischer, Hirvonen, Keller, Lempiäinen, Rybicki, Suomela, and Uitto [Bra+16]). For any constant $\Delta$, the sinkless orientation problem has deterministic round complexity $\Omega(\log n)$ on the class of trees of degree at most $\Delta$.

Preparations: As in Theorem 2.8, we will want to replace the uniqueness of identifiers with local constraints that imply that they are unique. In the proof of Theorem 2.8, we worked with identifiers that were monotonically increasing (which implied they were unique), this time we will work with identifiers that are consistent with a so-called ID graph [Kor +21 ; Bal +23 c ; $\mathrm{Bra}+22$ ]. ${ }^{10}$

Definition 2.16 (ID graph). Given a parameter $\Delta$, an ID graph $H$ is a graph on a set [ $n$ ] that we associate with unique identifiers. Every edge of the graph is colored with one of $\Delta$ many colors and we write $H_{i}$ for the graph induced by the $i$-th color. We require that:

1. The girth of $H$, i.e., the length of the shortest cycle in $H$, is at least $\gamma \log _{\Delta} n$ for some fixed $\gamma>0$.
2. Each independent set of each $H_{i}$ has less than $n / \Delta$ vertices.

Such a graph exists, which can be proven using the same argument as how one proves that high-girth high-chromatic graphs exist [Bra+22; Kor +21 ].

We will fix any ID graph and work in a model relative to that ID graph. Here is what that means. First, we will assume that the input graph $G$ is always a tree of degree at most $\Delta$ such that its edges are, moreover, properly $\Delta$-colored on the input (i.e., each vertex is incident to edges of different colors). Additionally, we require that if two nodes $u, v$ neighbor in $G$ with an edge of color $i$, then their identifiers $I D(u), I D(v)$ neighbor in $H_{i}$.

We notice that this is a local constraint on input identifiers that does not imply they are unique. However, notice that whenever two vertices $u, v \in V(G)$ have the same identifier, we can consider the path between $u$ and $v$ in $G$ and how it maps to a walk in $H$ that starts in $I D(u)$ and finishes in $I D(v)=I D(u)$. The proper edge-coloring of $G$ implies that the walk never goes from $x \in V(H)$ to $y \in V(H)$ and then back to $x$ in the subsequent step. This implies that the walk contains a cycle, thus the distance of $u$ and $v$ is at least as large as the girth of $H$. That is, the identifiers are unique up to a large distance which is pretty much the same as them being unique (cf. Theorem 2.7).

[^15]Similarly to the lower bound of Theorem 2.8, we will work with node-centered and edge-centered algorithms. For node-centered algorithms, solving sinkless orientation means that the algorithm outputs one of $\Delta$ many input edge colors at each node. Outputting a color $i$ means that $u$ decides that the edge of the color $i$ goes outwards from $u$. The local constraint on this output vertex-coloring is that no two neighboring nodes should select the same edge going in between. We will call this variant of the problem edge-grabbing. On the other hand, edge-centered algorithms will solve the sinkless orientation as we described the problem: Each edge simply outputs how it is oriented and we have a local constraint at each vertex, requiring that it has at least one outgoing edge.

Round elimination: We proceed with performing the actual round elimination. Notice that the spirit of the following proof is very similar to the proof of Lemma 2.9.

Lemma 2.17. Assume that we are given a node-centered deterministic t-round local algorithm $\mathcal{A}$ of round complexity at most $t \leqslant \log _{\Delta} n-1$ that solves the edge-grabbing problem on trees of degree at most $\Delta$ relative to some fixed ID graph $H$. Then, there is a $t-1 / 2$-round edge-centered deterministic local algorithm $\mathcal{A}^{\prime}$ that solves sinkless orientation in the same setup.

Similarly, $t+1 / 2$-round edge-centered algorithm for sinkless orientation implies a t-round node-centered algorithm for edge-grabbing.

Proof. We prove just the first part of the statement, the proof of the second part is similar, and doing it is a good exercise.

We start with any node-centered algorithm $\mathcal{A}$ with round complexity $t$ that solves the edge-grabbing problem. We define the edge-centered algorithm $\mathcal{A}^{\prime}$ of round complexity $t-1 / 2$ as follows. For an edge $e=u v$, the algorithm first considers all the possible extensions of the (known) ball $B(u v, t-1)$ to the ball $B(u, t)$ that is known to $\mathcal{A}$ when it is run on $u$. By an extension, we mean first how the graph looks like (e.g., maybe some vertices on the boundary of $B(u v, t-1)$ turn out to be leaves), and second, what the identifiers are (they have to be consistent with $H$ ). We consider all valid extensions and if at least one of them leads to $\mathcal{A}$ grabbing the edge $u v$ from $u$, then $\mathcal{A}^{\prime}$ orients the edge $u v$ from $u$ to $v$. After this is done, the algorithm makes an analogous reasoning for $v$; again, whenever at least one extension of $B(u v, t-1)$ to $B(v, t)$ decides to grab the edge $u v, \mathcal{A}^{\prime}$ orients it from $v$ to $u$. If no vertex ever decides to grab $u v, \mathcal{A}^{\prime}$ decides to orient it arbitrarily. This finishes the description of $\mathcal{A}^{\prime}$ (see Figure 2.4).

To make sure that $\mathcal{A}^{\prime}$ is well-defined, we need to prove that it never happens that there is an extension of $B(u v, t-1)$ to both $B(u, t)$ and $B(v, t)$ such that $\mathcal{A}$ run on $B(u, t)$ decides to grab the edge $u v$ and run on $B(v, t)$, it decides to grab the edge $v u$. To see this, notice that putting the two extensions $B(u, t), B(v, t)$ together, the graph $B(u v, t)$ has at most $n$ nodes and its identifiers respect $H .{ }^{11}$ We observe that in case $\mathcal{A}^{\prime}$ is not well-defined, $\mathcal{A}$ fails to solve edge-grabbing on $B(u v, t)$, a contradiction with the assumed correctness of $\mathcal{A}$.

Moreover, the algorithm $\mathcal{A}^{\prime}$ solves sinkless orientation: For any node $u$ of full degree $\Delta$, the original algorithm $\mathcal{A}$ decided to grab a certain edge $u v$. When we run $\mathcal{A}^{\prime}$ on $u v, \mathcal{A}^{\prime}$ will by definition orient this edge from $u$ to $v$, thus $u$ cannot be a sink.

Finishing the proof: Let us finish the proof of Theorem 2.15.
Proof of Theorem 2.15. Consider an input graph $G$ which is a branching tree with $\varepsilon \log n$ layers and every non-leaf vertex has degree $\Delta$. Note that for small enough $\varepsilon>0$, the girth property of the ID graph implies that any labeling of $G$ with identifiers from [ $n$ ] that respects a fixed ID graph $H$ has unique identifiers. On the other hand, $G$ has $O\left(\Delta^{\varepsilon \log n}\right)$ nodes, so the range from which the identifiers are coming is $|V(G)|^{O(1)}$. Therefore, a deterministic local algorithm for sinkless orientation on $G$ implies a local algorithm for that problem on $G$ with identifiers consistent with $H$.

But Lemma 2.17 shows that any $o(\log n)$-round algorithm that works relative to $H$ can be sped up to 0 round complexity. A 0 -round algorithm $\mathcal{A}_{0}$ is simply a function that maps an input identifier to one of $\Delta$ many colors, i.e., which edge the vertex decides to grab. We can thus think of $\mathcal{A}_{0}$ as a coloring of $H$ with $\Delta$ many colors. But notice that for any such vertex coloring, we can consider the largest color class $i$ that has at least $n / \Delta$ colors. Then, we use the independence property of ID graphs from Definition 2.16 to infer that

[^16]

Figure 2.4: The picture shows the definition of the algorithm $\mathcal{A}^{\prime}$ for $t=2$. Notice that our setup is a large $\Delta$-regular tree with edges colored with $\Delta$ colors. The algorithm $\mathcal{A}^{\prime}$ has access only to the identifiers in $B(u v, t-1)$ (the intersection of the red and the blue ball). To decide on the orientation of the edge $u v$, the algorithm considers all possible identifier extensions of $B(u v, t-1)$ to $B(u, t)$ (the red ball), and if at least one such extension makes $\mathcal{A}$ run at $u$ grab the edge $u v, \mathcal{A}^{\prime}$ orients that edge towards $v$. We analogously orient this edge towards $u$ if at least one extension of $B(u v, t-1)$ to $B(v, t)$ (the blue ball) makes $\mathcal{A}$ run at $v$ grab the edge $u v$.
We notice that it cannot happen that $\mathcal{A}^{\prime}$ wants to orient the edge $u v$ in both directions: that would imply the existence of an identifier-labeling of $B(u v, t)$ on which $\mathcal{A}$ is incorrect.
the set of vertices of color $i$ cannot be independent in $H_{i}$, i.e., there is an edge $u v$ in $H$ where both $u$ and $v$, as well as the edge $u v$ are colored by the color $i$. We thus found two vertices that may be neighboring in the input graph $G$ and the algorithm $\mathcal{A}_{0}$ decides to grab the edge connecting them from both endpoints of that edge, a contradiction with $\mathcal{A}_{0}$ being correct.

Sinkless orientation as the "simplest hard problem": Notice that if we formulate sinkless orientation as an instance of Lovász local lemma, the bad event probability is equal to $2^{-\Delta}$, that is, the bad event probability is exponentially small compared to the polynomial guarantee in the relaxed criterion of Equation (2.2). It turns out that this is the threshold where an instance of the local lemma is still "hard".

Theorem 2.18 ([Bra+16; BMU19; BGR20]). On one hand, there is an instance of Lovász local lemma (namely sinkless orientation) with the criterion $p \cdot 2^{\Delta} \leqslant 1$ that has deterministic round complexity $\Omega(\log n)$. On the other hand, any instance of Lovász local lemma with the criterion $p \cdot 2^{\Delta}<1$ has deterministic round complexity $O\left(\log ^{*} n\right)$.

A similar threshold phenomenon holds also if we work in the variable-event graph.
Theorem 2.19 ([FG17, Theorem 3.5], [Ber23b, Corollary 1.8]). On one hand, there is an instance of Lovász local lemma ${ }^{12}$ with the criterion $p \cdot \Delta_{\text {r.v.e. }}^{\Delta_{b}} \leqslant 1$ has deterministic round complexity $\Omega(\log n)$. On the other hand, any instance of Lovász local lemma with the criterion $p \cdot \Delta_{\text {r.v.e. }}^{\Delta_{b}}<1$ has deterministic round complexity $O\left(\log ^{*} n\right)$.

### 2.3 Speedups and Slowdowns

The following section covers speedup and slowdown theorems which are at the heart of why we understand that there are sharp thresholds in the local complexities in Theorem 2.1.

[^17]The elegant idea behind speedups and slowdowns is that we can simply "lie" to algorithms about the size of the input graph, an idea closely related to the fooling argument we have already seen in the proof of Theorem 2.7. To understand this technique, it may be useful to briefly recall that in Definition 1.2, we defined a local algorithm as a function that takes two inputs. Firstly, it is $n$, the size of the input graph, and secondly, it is a $t(n)$-hop neighborhood of a vertex that is additionally labeled by unique identifiers or random strings. We will use the notation $\mathcal{A}_{n}$ to denote the algorithm $\mathcal{A}$ when the first input is $n$, i.e., we will view $\mathcal{A}$ as a sequence of functions $\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots$ In this section, we will contemplate what happens if we run $\mathcal{A}_{n}$ on a graph of size $n^{\prime} \neq n$. If $n^{\prime}>n$, we are "speeding up" $\mathcal{A}$, while if $n^{\prime}<n$, we are "slowing it down".

### 2.3.1 Slowdowns

Let's first see why slowdowns may be useful. As a first application, let us recall that we defined deterministic and randomized round complexities in Definition 1.1 by requiring unique identifiers from the range $\left[n^{O(1)}\right]$ or error probability at most $1 / n^{O(1)}$. We will next see that for algorithms with sufficiently small round complexity, we can replace $n^{O(1)}$ by $n$ in the definition without changing its strength. For deterministic algorithms, this complements Theorem 2.7 that shows how to replace very large identifiers with polynomiallysized ones. This follows by plugging in $f(n)=n^{O(1)}$ into the following slowdown theorem.

Theorem 2.20 (Chang, Kopelowitz, and Pettie [CKP19]). Let $f$ be any increasing function with $f(n) \geqslant n$, let $\Pi$ be any local problem, and let us use $t_{f(n)}(n)$ to denote the deterministic (randomized) round complexity of solving $\Pi$ if the input identifiers are from the range $[f(n)]$ (the error probability is required to be $1 / f(n)$, respectively). Then,

$$
t_{n}(n) \leqslant t_{f(n)}(n) \leqslant t_{n}(f(n))
$$

The theorem holds for local complexities defined with respect to any subclass of graphs closed on adding isolated vertices. ${ }^{13}$

Proof. We will prove just the deterministic version of the theorem. Notice that $t_{n}(n) \leqslant t_{f(n)}(n)$ follows directly from our assumption $f(n) \geqslant n$ and the definition: any algorithm expecting identifiers from the range $[f(n)]$ certainly works if they happen to be from the smaller range $[n]$.

Next, consider any deterministic algorithm $\mathcal{A}$ that solves $\Pi$ if the identifiers are from $[n]$ in round complexity $t(n)$. Our goal is to turn it into an algorithm $\mathcal{A}^{\prime}$ with round complexity $t^{\prime}(n)$ that works if the identifiers are from $[f(n)]$. Think of $\mathcal{A}$ as a sequence $\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots$ for each $n \in \mathbb{N}$. We define $\mathcal{A}^{\prime}$ by setting for each $n$ that $\mathcal{A}_{n}^{\prime}:=\mathcal{A}_{f(n)}$. That is, we "lie" to the algorithm $\mathcal{A}$, telling it that the size of the graph is larger (namely $f(n)$ ) than what it actually is (namely $n$ ). Since the round complexity of $\mathcal{A}$ on $f(n)$-sized instances is $t(f(n))$, for the complexity of $\mathcal{A}^{\prime}$ on $n$-sized instances we have $t^{\prime}(n)=t(f(n))$.

Moreover, since $\mathcal{A}_{f(n)}$ assumes that the unique identifiers are from $[f(n)], \mathcal{A}_{n}^{\prime}$ also assumes that the unique identifiers from $[f(n)]$, making it a well-defined algorithm for the definition of local algorithm where identifiers are supposed to be from $[f(n)]$ on instances of size $n$.

Finally, we claim that $\mathcal{A}^{\prime}$ is a correct algorithm. To see this, suppose that $\mathcal{A}_{n}^{\prime}$ fails to solve $\Pi$ on some graph $G$ with $n$ vertices labeled with unique identifiers from $[f(n)]$. Then, we go back to $\mathcal{A}$ and run it on a graph $G^{\prime}$ defined as $G$ together with $f(n)-n$ additional isolated vertices, all labeled with unique identifiers from $[f(n)]$. We notice that since $\Pi$ is a local problem, a failure in $G$ implies a failure in $G^{\prime}$, and we get a contradiction with $\mathcal{A}$ being correct.

As an example of a non-local problem where the range of identifiers matters, consider the leader-election problem ${ }^{14}$ where exactly one node of the input graph is to be selected. If the identifiers are from [ $n$ ], we can simply select the node with identifier 1 . Otherwise, there is no local algorithm for it if the input graph is empty.

A similar argument to the proof of Theorem 2.20 can be used to prove another sleep-well-at-night result: any local algorithm $\mathcal{A}$ with round complexity $t(n)$ solving some local problem can be turned into an algorithm $\mathcal{A}^{\prime}$ of round complexity $t^{\prime}(n) \leqslant t(n)$ which is a non-decreasing function of $n$.

[^18]The randomized version of Theorem 2.20 turns out to be particularly interesting. Chang, Kopelowitz, and Pettie [CKP19] used it to show that any randomized algorithm can be derandomized, if we appropriately slow down its complexity. ${ }^{15}$

Theorem 2.21 (Chang, Kopelowitz, and Pettie [CKP19]). If a local problem $\Pi$ has randomized round complexity $t(n)$, its deterministic round complexity is $t\left(2^{O\left(n^{2}\right)}\right)$.

The theorem holds for any class of graphs closed on adding isolated vertices.
Proof. Let $\mathcal{A}$ be a randomized local algorithm with error $1 / n^{O(1)}$ and round complexity $t(n)$ solving $\Pi$. We start by applying Theorem 2.20 with $f(n)=2^{O\left(n^{2}\right)}$ to slow down $\mathcal{A}$ to complexity $t\left(2^{O\left(n^{2}\right)}\right)$ while pushing the error probability down to $2^{-\Omega\left(n^{2}\right)}$. We still call this new algorithm $\mathcal{A}$.

The deterministic algorithm $\mathcal{A}^{\prime}$ for $\Pi$ will work as follows. Let $C$ be such that the unique identifiers are coming from $\left[n^{C}\right]$. We will use a certain function $h$ (a hash function that we soon specify) that maps each identifier from $\left[n^{C}\right]$ to an infinite bit string. We define $\mathcal{A}^{\prime}$ as follows: It first uses $h$ to map each input identifier to an infinite bit string, and next it simulates $\mathcal{A}$ using each bit string as the string of random bits.

To construct the function $h$ that makes $\mathcal{A}^{\prime}$ correct, we simply choose a random one and notice that on any concrete graph, $\mathcal{A}^{\prime}$ fails to solve $\Pi$ with probability at most $2^{-\Omega\left(n^{2}\right)}$ with the randomness over the choice of $h$. This is because on any concrete graph, $\mathcal{A}^{\prime}$ with random $h$ is equivalent to running $\mathcal{A}$. But notice that the number of distinct graphs on $n$ vertices labeled with polynomial identifiers is $2^{O\left(n^{2}\right)} \cdot\left(n^{C}\right)^{n}=2^{O\left(n^{2}\right)}$. Hence, choosing the failure probability small enough, we can union-bound over all distinct labeled graphs and still get that random $h$ works, with positive probability. We thus conclude that for some $h, \mathcal{A}^{\prime}$ is a valid deterministic algorithm for $\Pi$, as needed.

As a nice corollary, we are getting a very precise understanding of what is happening for the randomized round complexity of Lovász local lemma: On one hand, we have seen a randomized algorithm with round complexity poly $\log \log (n)$ (Theorem 2.12) that used a deterministic algorithm with round complexity poly $\log (n)$ (Theorem 2.10) as a subroutine. But we can now see that any poly $\log \log (n)$ round randomized algorithm would imply a poly $\log (n)$-round deterministic one via Theorem 2.21. A similar observation applies not just for the local lemma, but for many other problems with randomized algorithms based on shattering (see Section 1.6). This explains why in local complexity deterministic algorithms are a big deal - not only they are used as subroutines of randomized algorithms, but we in fact understand that to make progress in the randomized world, progress in the deterministic world is often necessary.

### 2.3.2 Speedups

While slowdowns are very useful, the real fun starts when we try to speed up algorithms by lying to them that the size of the graph is smaller than it actually is. In fact, what can possibly go wrong if we tell an algorithm that the size of the graph is constant, i.e., we claim that $n=O(1)$ ? As it turns out, not much! One potential problem is that the algorithm may find out that its $t(n)$-hop neighborhood contains more than $n$ nodes and "crash". The other problem is that the algorithm now requires very small identifiers (if we started with a deterministic algorithm) or that the failure probability of the algorithm increased to constant (if we started with a randomized one). This is where our story connects with our discussions of coloring and Lovász local lemma.

Theorem 2.22 (Chang and Pettie [CP19] and Chang, Kopelowitz, and Pettie [CKP19]). Let $\mathcal{A}$ be a local algorithm for a local problem $\Pi$ with round complexity $t(n)=o(\log n)$. Then there is a local algorithm $\mathcal{A}^{\prime}$ solving $\Pi$ such that

1. If $\mathcal{A}$ was deterministic, so is $\mathcal{A}^{\prime}$ and its round complexity is $O\left(\log ^{*} n\right)$.
2. If $\mathcal{A}$ was randomized, so is $\mathcal{A}^{\prime}$ and its round complexity is the same as the randomized complexity of solving relaxed Lovász local lemma, i.e., it is $\widetilde{O}\left(\log ^{4} \log (n)\right)$.

[^19]

Figure 2.5: To speed up an algorithm $\mathcal{A}$, we tell it that the size of the graph is some constant $n_{0}$, whatever the true size $n$ is. In this case, the round complexity of the algorithm becomes 2 (see the smaller ball in the picture) and we assume that the checkability radius of the local problem solved by $\mathcal{A}$ is 1 .
The algorithm $\mathcal{A}$ assumes that the identifiers are unique numbers of size up to $n_{0}^{O(1)}$. Since $n \gg n_{0}$, we cannot supply such identifiers. However, we notice that if $\mathcal{A}$ is supplied with $n_{0}^{O(1)}$-sized identifiers that are unique only in every ball of radius 3 (see the larger ball in the picture), the algorithm still has to work since. This is because a failure of $\mathcal{A}$ around some node $u$ implies a failure of $\mathcal{A}$ on the graph $B(u, 3)$ which has size at most $n_{0}$ and is labeled with unique identifiers.

The theorem holds for the class of bounded degree graphs and any of its subclasses closed on taking subgraphs and adding isolated vertices. More generally, for round complexities defined relative to a subclass of bounded degree graphs of restricted growth, the complexity $t(n)$ needs to be such that we always have $|B(u, t(n))|=o(n)$ for any node $u$.

Proof. Let $\Pi$ be a local problem with a checkability radius of $r$ and $\mathcal{A}$ be a deterministic (randomized) local algorithm for $\Pi$. We will assume that the identifiers are coming from a range $\left[n^{C}\right.$ ] (alternatively, the failure probability is $1 / n^{C}$ ) for sufficiently large $C$. We will view $\mathcal{A}$ as a sequence $\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots$, and we start by choosing $n_{0}$ to be a large enough constant so that

$$
\begin{equation*}
\Delta^{0}+\Delta^{1}+\cdots+\Delta^{t\left(n_{0}\right)+r} \leqslant n_{0} \tag{2.3}
\end{equation*}
$$

We notice that such an $n_{0}$ exists by the requirement $t(n)=o(\log n)$. Our algorithm $\mathcal{A}^{\prime}$ will simulate $\mathcal{A}_{n_{0}}$ for any input $n$ (for $n<n_{0}$ we define $\mathcal{A}_{n}^{\prime}=\mathcal{A}_{n}$ ).

Let us first handle the case of deterministic algorithms (see Figure 2.5). There, $\mathcal{A}^{\prime}$ needs to supply identifiers to its simulation of $\mathcal{A}_{n_{0}}$. This is done as follows. We compute a $\left(\Delta\left(G^{\prime}\right)+1\right)$-coloring of the power graph $G^{\prime}=G^{2\left(t\left(n_{0}\right)+r\right)}$ such that the number of colors used is $\Delta\left(G^{\prime}\right)+1=\Delta^{O\left(t\left(n_{0}\right)+r\right)} \leqslant n_{0}^{C}$ where we used that $C$ is large enough. We use those colors as identifiers for our simulation of $\mathcal{A}_{n_{0}}$. This finishes the description of $\mathcal{A}^{\prime}$.

On one hand, the round complexity of the overall algorithm is $O\left(\log ^{*} n\right)$ on bounded-degree graphs. On the other hand, suppose that $\mathcal{A}^{\prime}$ fails to solve the problem $\Pi$ at some node $u$. We notice that Equation (2.3) yields that the $\left(t\left(n_{0}\right)+r\right)$-hop neighborhood of $u$ contains at most $n_{0}$ nodes. Moreover, this neighborhood is colored by $\mathcal{A}^{\prime}$ with unique colors from the range $\left[n_{0}^{C}\right]$. Recall that $\mathcal{A}_{n_{0}}$ is defined on neighborhoods with at most $n_{0}$ nodes labeled with identifiers from $\left[n_{0}^{C}\right]$. Thus the algorithm $\mathcal{A}^{\prime}$ is well-defined. Additionally, a failure of $\mathcal{A}^{\prime}$ at $u$ would imply a failure of $\mathcal{A}$ on a neighborhood of size at most $n_{0}$ labeled with some unique identifiers from $\left[n_{0}^{C}\right]$. Adding isolated vertices to that neighborhood to make its size $n_{0}$, we reach a contradiction with $\mathcal{A}_{n_{0}}$ being correct on $n_{0}$-sized instances.

We handle the case of randomized algorithms similarly: We again try to simulate $\mathcal{A}_{n_{0}}$ for large enough
$n_{0}$. We notice that we do not need to supply any identifiers in the simulation. However, if we simply simulate $\mathcal{A}$, we fail to solve $\Pi$ at any fixed vertex $u$ with probability $1 / n_{0}^{C}$ as this is the failure probability of $\mathcal{A}_{n_{0}}$. Thus, we instead formulate the process of simulating $\mathcal{A}$ as an instance of Lovász local lemma on a new variable-event graph $G^{\prime}$ as follows. Any original vertex $u$ of the input graph $G$ will be thought of as two new vertices in $G^{\prime}$. One vertex, $u_{r . v}$, is a random-variable vertex, and it corresponds to the random string at $u$. The other vertex, $u_{b . e}$, corresponds to the event that if we run $\mathcal{A}_{n_{0}}$ at $u$ and use the random strings sampled from the random-variable vertices $v_{r . v .} \in B\left(u_{b . e .}, t\left(n_{0}\right)\right), \mathcal{A}_{n_{0}}$ fails to solve $\Pi$ at $u$.

We notice that the event at $u_{\text {b.e. }}$ depends only on the $\left(t\left(n_{0}\right)+r\right)$-hop neighborhood of $u$ in $G$. Thus the degree of this local-lemma instance (in the sense of its dependency-graph formulation) is at most $\Delta^{0}+\Delta^{1}+$ $\cdots+\Delta^{t\left(n_{0}\right)+r}$ which is in turn at most $n_{0}$ by Equation (2.3). On the other hand, the probability of each bad event is at most $1 / n_{0}^{C}$. We can thus formulate the simulation of $\mathcal{A}_{n_{0}}$ as an instance of a $C$-relaxed local lemma. For large enough $C$, we can then apply Theorem 2.12 to solve that instance.

Finally, we notice that both in the deterministic and the randomize case, we can generalize the requirement $t(n)=o(\log n)$ to requiring that $t$ satisfies for each $u$ that $|B(u, t(n))|=o(n)$.

We note that in the statement of Theorem 2.22, we do not literally require $t(n)=o(\log n)($ or $|B(u, t(n))|=$ $o(n)$ ), it should just be that for some large enough $n_{0}$, we have $t\left(n_{0}\right) \leqslant \varepsilon \log n_{0}$, where $\varepsilon$ is some small constant which is a function of $\Delta, r$, and $C$.

Additional intuition yielded by the proof: The proof of Theorem 2.22 tells us a bit more: Basically, it allows us to think of local problems with deterministic round complexity $o(\log n)$ or, equivalently, $O\left(\log ^{*} n\right)$, as "those problems that can be solved in a constant number of rounds, after we compute a distance coloring". Moreover, the problems with randomized round complexity $o(\log n)$ or, equivalently poly $\log \log n$, can be thought of as "those problems that we can view as an instance of the local lemma".

> Problems with deterministic round complexity o $(\log n)$ can be, in fact, solved in constantly many rounds, after a suitable coloring used as "fake identifiers" is computed.
> Problems with randomized round complexity o $(\log n)$ can be formulated as instances of polynomially relaxed Lovász local lemma.

Speedup below $\log ^{*} n$ : We will next sketch how one can speed up algorithms with round complexity $o\left(\log \log ^{*} n\right)$ to complexity $O(1)$. Why the weird complexity $o\left(\log \log ^{*} n\right)$ ? The following speedup argument relies more on the volume than on the radius ${ }^{16}$, so the importance of radius $o\left(\log \log ^{*} n\right)$ is that the number of nodes the algorithm sees is $\Delta^{o\left(\log \log ^{*} n\right)}=o\left(\log ^{*} n\right)$. The $\log ^{*} n$ volume is then the right threshold for which we can argue that any deterministic algorithm can be turned into a drastically simpler order-invariant algorithm.

An order-invariant algorithm is a deterministic local algorithm with an additional restriction: it does not have direct access to the identifiers written on the nodes; it only knows their order, meaning that it can only compare their relative size. For example, in the setup of Theorem 2.8 where we worked with an oriented path with increasing labels, an order-invariant algorithm would see the same input order at every vertex. This already shows that order-invariant algorithms struggle to solve interesting local problems on graphs that are paths.

Theorem 2.23 (Naor and Stockmeyer [NS95] and Chang, Kopelowitz, and Pettie [CKP19]). Let $\mathcal{A}$ be $a$ deterministic local algorithm for a local problem $\Pi$ with round complexity $o\left(\log \log ^{*} n\right)$. Then, there is a deterministic local algorithm $\mathcal{A}^{\prime}$ solving $\Pi$ with local complexity $O(1)$.

The theorem holds for any subclass of bounded-degree graphs closed on taking subgraphs and adding isolated nodes.

Proof Sketch. We will sketch how any deterministic local algorithm $\mathcal{A}$ with round complexity $t(n)=o\left(\log \log ^{*} n\right)$ can be turned into an order-invariant algorithm $\mathcal{A}^{\prime}$, using the hypergraph Ramsey theorem ${ }^{17}$. Consider the set $B=\left[n^{O(1)}\right]$ of identifiers and any of its subsets $S$ of size $(2 \Delta)^{t(n)}=o\left(\log ^{*} n\right)$. Here, the function $(2 \Delta)^{t(n)}$

[^20]upper bounds the maximum number of nodes in any $t(n)$-hop neighborhood. We say that the type of $S$ is the list of all possible $t(n)$-hop neighborhoods, together with their labeling with identifiers from $S$, where for each labeled graph on this list we record the output of $\mathcal{A}$ when being run on that labeled neighborhood.

We note that the number of types is relatively small, only roughly $2^{2^{O(\log * n)^{2}}}$. For $r$ the checkability radius of $\Pi$, we want to find a medium-sized set $M \subseteq B$ of size $(2 \Delta)^{t(n)+r}=o\left(\log ^{*} n\right)$ such that all subsets $S \subseteq M$ have the same type (i.e., the same color in the terminology of Ramsey's theorem). The known bounds for hypergraph Ramsey numbers [GRS91, §1, Theorem 2] allow us to conclude that $B$ is large enough to always contain such a set $M$.

With such a set $M$ at hand, we next define the order-invariant algorithm $\mathcal{A}^{\prime}$ for $\Pi$ as follows: given an input order on vertices, the algorithm chooses an arbitrary set $S \subseteq M$ and outputs the answer that $\mathcal{A}$ would give if the vertices were labeled with identifiers from $S$ in the following way: The order induced by the identifiers from $S$ has to be the same as the actual input order. It does not matter which $S \subseteq M$ we choose since they all have the same type. This finishes the description of $\mathcal{A}^{\prime}$.

To see that $\mathcal{A}^{\prime}$ is valid, we assume for contradiction that it fails for some input order on vertices at some vertex $u$. Consider that input order on vertices in the $(t(n)+r)$-hop neighborhood of $u$. Replace this input order with identifiers from $M$ such that they induce the same order. The original algorithm $\mathcal{A}$ behaves the same as the new algorithm $\mathcal{A}^{\prime}$ when it sees only the identifiers from $M$ : hence, $\mathcal{A}$ also fails. After adding isolated nodes to this neighborhood, we reach a contradiction.

Finally, let us contemplate the proof of Theorem 2.22 again. The only reason why we could speedup $o(\log n)$-round deterministic algorithm only to $O\left(\log ^{*} n\right)$ instead of $O(1)$ was the necessity to compute a coloring that served as "fake" identifiers supplied to the simulation of an algorithm $\mathcal{A}_{n_{0}}$. But for orderinvariant algorithms, this is not necessary. We can simply give $\mathcal{A}_{n_{0}}$ exactly the same order as the order that appears on input; thus order-invariant algorithms can be sped up to complexity $O(1)$, as needed.

Tower-sized identifiers: We can wonder what would happen if we wanted to make the above proof of Theorem 2.23 work for all deterministic local algorithms, not just those that encounter only $o\left(\log ^{*} n\right)$ vertices. This would force us to change the small-set size from $o\left(\log ^{*} n\right)$ to $n$ in the proof. Since the hypergraph Ramsey numbers grow roughly as a tower function of the small-set size, this means that to make the proof work, we would have to start with unique identifiers from the range which is contains numbers as large as the tower function of $n$. The rest of the proof then goes through and allows us to speed up $o(\log n)$-round algorithms to $O(1)$-round order-invariant algorithms.

This observation nicely complements Theorem 2.7: While it is true that exponentially-, doubly-exponentially, etc. sized identifiers have the same power as polynomially-sized ones, there is a transition somewhere around tower-function-sized identifiers. From then on, deterministic algorithms of $o(\log n)$ complexity with such huge identifiers can be turned into order-invariant ones. In other words, the identifiers are so large that no $o(\log n)$-round algorithm can extract any meaningful information from them other than their relative order.

### 2.4 Classification of Local Problems

We can now put all the pieces together and prove Theorem 2.1. Let's restate it here for convenience.
Theorem 2.1 (Classification of local problems with $o(\log n)$ complexity on bounded degree graphs). Let us fix any $\Delta$ and the class of graphs of degree at most $\Delta$. Then, any local problem with randomized round complexity o $(\log n)$ has one of the following three round complexities.

1. Order-invariant regime: The problem has $O(1)$ deterministic and randomized round complexity.
2. Symmetry-breaking regime: The deterministic and randomized round complexity of the problem lies between $\Omega\left(\log \log ^{*} n\right)$ and $O\left(\log ^{*} n\right)$ (both the deterministic and the randomized complexity is the same function).
3. Lovász-local-lemma regime: The problem has deterministic round complexity between $\Omega(\log n)$ and $\widetilde{O}\left(\log ^{4} n\right)$. Its randomized round complexity is between $\Omega(\log \log n)$ and $\widetilde{O}\left(\log ^{4} \log n\right)$.

Proof. Let $\Pi$ be any local problem of randomized local complexity $t(n)=o(\log n)$. We can use Theorem 2.22 to formulate $\Pi$ as an instance of Lovász local lemma. This instance is then solved either with the deterministic $\widetilde{O}\left(\log ^{4} n\right)$-round algorithm from Theorem 2.10 , or the randomized $\widetilde{O}\left(\log ^{4} \log n\right)$-round algorithm from Theorem 2.12.

Next, let us assume that the randomized round complexity of $\Pi$ is even $o(\log \log n)$. Then, we can use the derandomization of Theorem 2.21 to conclude that the deterministic round complexity is $o(\log n)$. This allows us to use the speedup theorem of Theorem 2.23 to conclude that the deterministic round complexity of $\Pi$ is $O\left(\log ^{*} n\right)$. Moreover, we notice that for any increasing function $t(n)=O\left(\log ^{*} n\right)$, we have $t\left(2^{O\left(n^{2}\right)}\right)=$ $O(t(n))$; this means that the derandomization from Theorem 2.21 tells us that randomized and deterministic round complexities of $\Pi$ are the same.

Finally, assume that the randomized local complexity of $\Pi$ is even $o\left(\log \log ^{*} n\right)$. Then, we can use Theorem 2.23 to find an order-invariant constant-round local algorithm for $\Pi$ via Theorem 2.23.

Local problems with complexities below $o(\log n)$ are of three types:

1. Those that can be solved in constant rounds by order-invariant algorithms,
2. those that are roughly as hard as the basic symmetry-breaking problems such as coloring or maximal independent set,
3. those that can be viewed as instances of Lovász local lemma.

Improvements to Theorem 2.1: Can we improve Theorem 2.1? The conjecture of Chang and Pettie [CP19] (Problem 2.14) suggests that in the local lemma regime, we may get rid of the polynomial gap between the lower and upper bounds. According to our current knowledge, there could be a local problem with deterministic and randomized round complexities $t_{d}(n), t_{r}(n)$ for any $t_{d}(n)=\Omega(\log n), t_{d}(n)=\widetilde{O}\left(\log ^{4} n\right)$, $t_{r}(n)=\Omega(\log \log n), t_{r}(n)=\widetilde{O}\left(\log ^{4} \log n\right)$, and $t_{d}(n)=O\left(t_{r}\left(2^{n}\right)\right)$, where the last constraint follows from Theorem 2.20.

On the other hand, it is known $[\mathrm{Bal}+18]$ that the (extremely narrow) regime between $\Omega(\log \log * n)$ and $O\left(\log ^{*} n\right)$ is densely populated by certain (artificial) local problems.

### 2.4.1 Sequential local complexities

Let us now discuss how sequential local complexities fit into the picture painted by Theorem 2.1. We will first observe that the first two classes from our classification in Theorem 2.1, i.e., $O(1)$ and $O\left(\log ^{*} n\right)$ round complexities, are equal to the class of problems solvable with the sequential local complexity is $O(1)$.

Theorem 2.24. On bounded degree graphs, local problems with round complexity $O\left(\log ^{*} n\right)$ are exactly those whose sequential local complexity is $O(1)$.

Proof sketch. On one hand, consider any local problem with constant sequential local complexity. We can use Theorem 2.5 to simulate it with a distributed local algorithm in $O\left(\log ^{*} n\right)$ rounds.

On the other hand, consider any local problem $\Pi$ with local checkability $r$ solvable in $O\left(\log ^{*} n\right)$ round complexity. Recall that the proof of Theorem 2.22 says that $\Pi$ can in fact be solved with a local algorithm $\mathcal{A}$ of round complexity $t=O(1)$ on any graph $G$ if we are provided a proper coloring of a suitable power graph $G^{2(t+r)}$. Recall that $(\Delta+1)$-coloring has sequential local complexity $O(1)$, meaning that we can construct a sequential local algorithm of constant complexity for $\Pi$.

Next, we will show how our distributed speedup theorems imply speedups in the sequential world.
Theorem 2.25. Let $\mathcal{A}$ be a sequential local algorithm solving a local problem $\Pi$ on bounded degree graphs. Assume that either

1. $\mathcal{A}$ is deterministic and its sequential local complexity is $o(\log \log n)$,
2. or $\mathcal{A}$ is randomized and its sequential local complexity is $o(\log \log \log n)$.

Then, there is a distributed local algorithm $\mathcal{A}^{\prime}$ that solves $\Pi$ in $O\left(\log ^{*} n\right)$ round complexity.

Proof. If $\mathcal{A}$ is a deterministic sequential algorithm of local complexity $t(n)=o(\log \log n)$, we can simulate it with a distributed local algorithm via Theorem 2.5. We get a deterministic algorithm with local complexity $\Delta^{O(t(n))}+O\left(t(n) \log ^{*} n\right)=\log ^{o(1)} n=o(\log n)$. Such an algorithm is then sped up to $O\left(\log ^{*} n\right)$ complexity using Theorem 2.22.

Similarly, if $\mathcal{A}$ is randomized sequential algorithm of local complexity $o(\log \log \log n)$, Theorem 2.5 implies that we get a randomized distributed local algorithm with $\log ^{o(1)} \log n=o(\log \log n)$ round complexity. Such an algorithm can then be derandomized by Theorem 2.21 into a deterministic algorithm of local complexity $o(\log n)$ which is in turn sped up to $O\left(\log ^{*} n\right)$ using Theorem 2.22.

Finally, we sketch how one can construct very fast sequential local algorithms for instances of the local lemma.

Theorem 2.26. Let $\Pi$ be a C-relaxed Lovász local lemma for sufficiently large $C$. Then, its deterministic sequential local complexity is $\widetilde{O}\left(\log ^{4} \log n\right)$ and its randomized sequential local complexity is $\widetilde{O}\left(\log ^{4} \log \log n\right)^{18}$, on bounded degree graphs.

Proof Sketch. To prove the first part of the theorem, we consider the randomized distributed local algorithm for local lemma from Theorem 2.12. We turn it into a deterministic sequential local algorithm of the same complexity by the derandomization result of Theorem 1.7.

To prove the second part of the theorem, we notice that our randomized distributed local algorithm from Theorem 2.12 can certainly be implemented in the model of randomized sequential local algorithms. Recall that the algorithm reduces an instance of the local lemma to instances on graphs of size $O(\log n)$, as proven in Theorem 2.11. Then, the best deterministic algorithm is applied to those instances to finish the job. While Theorem 2.11 is stated as reducing from $C$-relaxed local lemma with some large $C$ to local lemma with condition $p \leqslant 1 /(3 \Delta)$, we can generalize it to show that starting with a very large $C^{\prime}$, we can reduce an instance of $C^{\prime}$-relaxed local lemma to $C$-relaxed local lemma for $C$ that is still arbitrarily large.

This allows us to run the deterministic sequential algorithm with complexity $\widetilde{O}\left(\log ^{4} \log n\right)$ constructed in the first part of the proof instead of using the deterministic $O$ (poly $\log n)$-round algorithm from Theorem 2.10. The final randomized sequential local complexity is thus $\widetilde{O}\left(\log ^{4} \log \log n\right)$.

We note that for problems like sinkless orientation for which an $O(\log \log n)$-round randomized algorithm is known [GHK18], the proofs of above Theorems 2.25 and 2.26 imply tight bounds of $\Theta(\log \log n)$ and $\Theta(\log \log \log n)$ deterministic and randomized sequential local complexity on bounded degree graphs. In the case of sinkless orientation, the same bounds are also known even on unbounded degree graphs [GHK18]. If the conjecture of Chang and Pettie [CP19] (Problem 2.14) is true, then there is no gap between Theorems 2.25 and 2.26.

We also note that Theorems 2.25 and 2.26 show that while one can turn randomized distributed local algorithms into sequential deterministic ones via Theorem 1.7, it is not possible to turn randomized sequential local algorithms into deterministic sequential local ones, without loss in their local complexity.

Putting everything together, we get the following refined classification theorem that also includes sequential local complexities.

Theorem 2.27 (Refined classification of local problems). Let us fix any $\Delta$ and any class of graphs $\mathcal{G}$ of degree at most $\Delta$ that is closed under taking subgraphs and adding isolated nodes. Let $t(n)$ be a function such that for any node $u$ in some graph in $\mathcal{G}$ we have $|B(u, t(n))|=o(n)$.

Then, any local problem with randomized round complexity at most $t(n)$ has one of the following three complexities.

1. Order-invariant regime: The problem has $O(1)$ deterministic (or randomized) round complexity and sequential local complexity.
2. Symmetry-breaking regime: The deterministic and randomized round complexity of the problem lies between $\Omega\left(\log \log ^{*} n\right)$ and $O\left(\log ^{*} n\right)$ (both the deterministic and the randomized complexity is the same function). Moreover, the sequential local complexity is $O(1)$.

[^21]3. Lovász-local-lemma regime: The problem has the following complexities:
(a) deterministic round complexity is between $\Omega(\log n)$ and $\widetilde{O}\left(\log ^{4} n\right)$,
(b) randomized round complexity and deterministic sequential local complexity is between $\Omega(\log \log n)$ and $\widetilde{O}\left(\log ^{4} \log n\right)$,
(c) randomized sequential local complexity is between $\Omega(\log \log \log n)$ and $\widetilde{O}\left(\log ^{4} \log \log n\right)$.

Moreover, if any graph from the class satisfies that for any node $u$, we have $|B(u, r)|=2^{O\left(r^{0.249}\right)}$, then there are no local problems in the third class of problems.

The last part of the theorem follows by applying Theorem 2.22: We know that every local problem in the local-lemma regime can be solved with a deterministic local algorithm of round complexity $\widetilde{O}\left(\log ^{4} n\right)$; since $2^{\left(\tilde{O}\left(\log ^{4} n\right)\right)^{0.249}}=o(n)$, the speedup to $O\left(\log ^{*} n\right)$ complexity can be applied. If the conjecture of Chang and Pettie [CP19] (Problem 2.14) is true, we can get rid of the polynomial slack in the local-lemma regime complexities and the whole local-lemma class of problems is then empty for the class of subexponential growth graphs (see Section 2.5).

Problem 2.28. Can local problem solvable with deterministic sequential local complexity o $(\log n)$ be sped up to poly $\log \log n$ deterministic sequential complexity (i.e., to the local-lemma regime)? What about problems with randomized sequential local complexity o $(\log n)$ ?

### 2.5 Classification of Local Problems for Concrete Graph Classes

This section compiles results from a long line of work trying to extend the classification of local problems on bounded-degree graphs, i.e., Theorem 2.1, to more specific graph classes. For some simple graph classes, we now have an almost complete understanding of the local complexity classes that go even beyond the $\log n$ local complexity threshold.
Locally checkable labeling problems: The theorems below are proven for the so-called locally checkable labeling problems. These are local problems that additionally allow one of the finitely many input colors on each node of the input graph. For example, a list coloring is an example of a locally checkable labeling problem.

Definition 2.29. A locally checkable labeling problem ( $L C L$ ) $\Pi$ is formally a quintuple $\left(S_{\text {in }}, S_{\text {out }}, r, \Delta, \mathcal{P}\right)$. Here, $S_{i n}$ is the finite set of input labels, $S_{\text {out }}$ is the finite set of output labels, and $\mathcal{P}$ is the set of allowed neighborhoods: Each neighborhood has maximum degree $\Delta$, radius r, and each node is labeled with a label from $S_{\text {in }}$ and $S_{\text {out }}$. Given an input graph of degree at most $\Delta$ and any input coloring of its nodes with $S_{i n}$, the task is to find an output coloring by colors from $S_{\text {out }}$ so that the r-hop neighborhood of each node is in $\mathcal{P}$.

We did not have to distinguish between our definition of a local problem from Definition 1.1 and the locally checkable labelings since, in the general graph classes like the class of all graphs or all bounded-degree graphs, it is straightforward to encode input labels as a part of the input graph. We thus chose the simpler definition that also allowed us to talk about local problems even outside of the setup of bounded-degree graphs. In the following theorems, especially for very restrictive classes like paths or grids, the difference between the two definitions matters, since the possibility of allowing inputs may substantially enlarge the number of possible local problems.

In the following theorems, we will always implicitly assume that they are for solvable locally checkable labelings, i.e., for problems where the solution is always guaranteed to exist. Otherwise, the problem does not have a well-defined local complexity class.

Computational aspect: We note that an additional dimension for all classification results below is the computational complexity of the classification problem, where the input is a description of locally checkable labeling, and the output is which class it belongs to. On the one hand, it is known that the classification problem is decidable on paths, albeit PSPACE-hard [Bal+19a]. On the other hand, the classification problem
is undecidable even for grids [Bra+17]. The decidability on trees is open; see Problem 2.34. We will not discuss this dimension in the following theorem statements for brevity.
Additional remarks: We list the concrete classification theorems below. Unless stated otherwise, the deterministic and the randomized round complexity of the problem is always the same. We are always citing papers proving results specific to the given graph class, for example, general speedup and slowdown theorems of Chang and Pettie [CP19] and Chang, Kopelowitz, and Pettie [CKP19] are as a rule of thumb always an important part of the proof. Also, not all the papers we cite prove a part of the given theorem. Some of them only provide building blocks, analyze the computational complexity of the classification, etc.
List of known classifications: Let us now list known classification theorems on concrete graph classes.
Theorem 2.30 (Classification of local problems on paths [Bra+17; Bal+19a]). Any solvable locally checkable labeling problem on oriented or unoriented paths with inputs has one of the following round complexities:

1. $O(1)$,
2. $\Theta\left(\log ^{*} n\right)$,
3. $\Theta(n)$.

Theorem 2.31 (Classification of local problems on grids [NS95; Bra+17; CKP19; GRB22]). Any solvable locally checkable labeling problem on d-dimensional oriented grids ${ }^{19}$ has one of the following local complexities:

1. $O(1)$,
2. $\Theta\left(\log ^{*} n\right)$,
3. $\Theta\left(n^{1 / d}\right)$.

We note that on unoriented grids, the full classification is not known [GRB22].
Theorem 2.32 (Classification of local problems on bounded-degree rooted regular trees [Bal +21 b ; Bal $+22 \mathrm{a}]$ ). Any solvable locally checkable labeling problem on bounded-degree rooted regular trees ${ }^{20}$ has one of the following round complexities:

1. $O(1)$,
2. $\Theta\left(\log ^{*} n\right)$,
3. $\Theta(\log n)$,
4. $\Theta\left(n^{1 / k}\right)$ for some $k \in \mathbb{N}$.

Theorem 2.33 (Classification of local problems on bounded-degree trees [MR89; CP19; Bal +18 ; Cha20; Bal +20 b ; GRB22; Bal +22 a ; Bal +20 a ). Any solvable locally checkable labeling problem on trees has one of the following local complexities:

1. $O(1)$,
2. $\Theta\left(\log ^{*} n\right)$,
3. $\Theta(\log \log n)$ randomized, $\Theta(\log n)$ deterministic,
4. $\Theta(\log n)$ (both randomized and deterministic),
5. $\Theta\left(n^{1 / k}\right)$ for some $k \in \mathbb{N}$.

Problem 2.34. Given an input locally checkable labeling problem on bounded-degree trees, is it decidable which class in Theorem 2.33 it belongs to?

[^22]More Classifications: It is an intriguing question of how far these classifications can be extended, see e.g. the recent work extending the theory to minor-closed classes [Cha24] or extending the theory to unboundeddegree graphs [LPS23].

Another interesting class is the class of subexponential growth graphs, i.e., the class of bounded degree graphs where for every $\varepsilon>0$ we can find $r$ such that $|B(u, r)| \leqslant(1+\varepsilon)^{r}{ }^{21}$. In this class of graphs, we can apply Theorem 2.22 to speed up deterministic algorithms of complexity $O(\log n)$ (instead of $o(\log n)$ ) to $O\left(\log ^{*} n\right)$. If the conjecture of [CP19] (Problem 2.14) is true, this has an interesting corollary: the local lemma regime from the classification theorem of Theorem 2.1 would then not be present in this class of graphs and there would only two classes of local problems there (see Theorem 2.27). This leads to the following special case of Problem 2.14:

Problem 2.35. Is there a $C$ such that all instances of the $C$-relaxed Lovász local lemma can be solved with round complexity $\Theta\left(\log ^{*} n\right)$ on any class of graphs of subexponential growth?

Some implications of a positive answer to this problem are known [Csó +22 ; BD23a].

[^23]
## Chapter 3

## Applications

While the previous two chapters, Chapters 1 and 2, discussed the general theory of local algorithms, the following chapter considers various popular models of distributed, parallel, or sublinear algorithms, as well as the field of descriptive combinatorics, and briefly discusses how techniques from local algorithms can help there, discussing a few cherry-picked examples per section. These sections are heavily influenced by the author's particular interests; a different author would choose different applications.

### 3.1 Distributed Computing (CONGEST)

The CONGEST model [Pel00] is a model of distributed computing that is extremely tightly connected to local algorithms ${ }^{1}$ Starting from the definition of a local algorithm as a message-passing protocol between nodes in a graph, the CONGEST model adds an additional requirement that each message is supposed to be small. In particular, it should fit into $O(\log n)$ bits. For example, a node can send its unique identifier in one round.

Many local algorithms in the literature are in fact stated as CONGEST algorithms since a number of local algorithms are readily implemented in the CONGEST model. However, not all of them. For example, the problem of counting for each node the number of triangles that contain it is a trivial problem for local algorithms but a very complex problem in the CONGEST model, where it requires polynomially many rounds [CPZ19; CS19]. The general derandomization technique of Ghaffari, Harris, and Kuhn [GHK18] from Theorem 1.8 is also not directly applicable to the CONGEST model, since computing conditional expectations in a neighborhood of a node requires collecting a lot of information from that neighborhood. However, the general approach is still helpful, and it was used to derandomize concrete problems like maximal independent set [CPS17a] or $\Delta+1$-coloring [BKM20].

It is an interesting question for which classes of graphs the definitions of local and CONGEST algorithms coincide for local problems. It is known that this is the case for local problems on trees $[\mathrm{Bal}+21 \mathrm{c}]$.

### 3.2 Local Computation Algorithms and the Volume Model

The model of local computation algorithms [Rub +11 ; Alo +12 ], often denoted as LCA, is a model of sublinear algorithms closely related to the local model. We will first explain its variant, known as the Volume model by Rosenbaum and Suomela [RS20]. This model is very similar to local algorithms, but we measure the volume instead of the radius. A volume algorithm run at a node $u$ starts with a set $S_{0}=\{u\}$ and in the $i$-th step, the algorithm can pick a node $u_{i} \in S_{i}$ and an arbitrary index $1 \leqslant j \leqslant d$ where $d$ is the degree of $u_{i}$. Then, it learns the identifier of the $j$-th neighbor $v$ of $u_{i}$. We then set $S_{i+1}=S_{i} \cup\{v\}$. The volume complexity of the algorithm is the number of queries it makes until it decides to finish and output the label for $u$.

[^24]In particular, we note that for graphs of maximum degree $\Delta$, any $t(n)$-round local algorithm can be turned into a volume algorithm of complexity $(2 \Delta)^{t(n)}$ as the volume algorithm at $u$ can simply query all the nodes in the $t(n)$-hop neighborhood of $u$ [PR07].

A local computational algorithm may have several definitions. The stateless local computation algorithm is defined as follows: we start with the definition of the volume model and add the additional requirement that the nodes start with unique identifiers from the range $[n]$, even for randomized algorithms. In each query, the algorithm can additionally ask for the node with the identifier $j$ for any $1 \leqslant j \leqslant n$. The node $u_{i}$ with identifier $j$ is then added to the set of already seen nodes $S_{i}$. That is, the algorithm can use additional global queries that are, however, "blind".

It is unclear whether global queries can help with solutions to local problems. We know that they do not help for very fast randomized local computation algorithms [Göö +16$]$.

Problem 3.1. Is there a local problem that distinguishes (either randomized or deterministic) Local computation algorithms and Volume models with respect to a natural class of graphs?

As an example problem considered in the LCA model, there is a long line of work on local computation algorithms for maximal independent set and related problems [NO08; YYI09; Ona +12 ; Beh22; Rub +11 ; Alo +12 ; LRY15; Gha16; RV16; GU19; Gha22] culminating with the randomized algorithm of Ghaffari [Gha22] with volume complexity poly $(\Delta \log n)$.

For constant degree graphs, we can try to prove classification results similar to the classification of local problem complexities from Theorem 2.1. We have some understanding of the volume complexities of the three important local complexity classes from Theorem 2.1:

Theorem 3.2 ([PR07; EMR14; RS20; GRB22; BGR21]). In the class of bounded-degree graphs, each local problem satisfies the following:

1. If its round complexity is $O(1)$ (order-invariant regime), then its randomized/deterministic volume complexity is $O(1)$.
2. If its randomized/deterministic round complexity is $\omega(1)$ and $O\left(\log ^{*} n\right)$ (symmetry-breaking regime), its randomized/deterministic volume complexity is $\Theta\left(\log ^{*} n\right)$.
3. If its randomized local complexity is $\omega\left(\log ^{*} n\right)$ but $o(\log n)$ (Lovász local lemma regime), its randomized volume complexity is between $\Omega(\sqrt{\log n})$ and $O(\log n)$.

We note that as far as we know, all local problems in the local-lemma regime have randomized volume complexity of $\Theta(\log n)$. In particular, sinkless orientation has this randomized volume complexity [BGR21].

Problem 3.3 (See Conjecture 1.3 in [BGR21]). Is it true on bounded degree graphs that local problems from the local-lemma regime have randomized volume complexity $\Theta(\log n)$ ?

We also note that in the model of deterministic volume complexity where the identifiers come from exponential, instead of polynomial range, we can prove that only the volume complexities $O(1), \Theta\left(\log ^{*} n\right), \Theta(n)$ are possible [BGR21]. The same could be the case also for the standard, polynomial-range, identifiers.

Problem 3.4. Are there any local problems such that their deterministic volume complexity (with polynomialsized identifiers) on bounded degree graphs is $\omega\left(\log ^{*} n\right)$ but $o(n)$ ?

Equivalently, we could have asked whether there is a local problem whose deterministic volume complexity is different for polynomial-sized and exponential-sized identifiers.

### 3.3 PRAM

PRAM is a classical model of parallel algorithms studied extensively in the past 40 years [JáJ92]. It simplifies the complexity of practical parallel computing by assuming a simple model of a machine with multiple processors sharing a common memory. There are two complexity measures: work, i.e., the total number of instructions made by all processors together throughout the execution, and depth, i.e., the number of rounds
necessary to finish the computation in the case that the machine is equipped with as many processors as the algorithm requires.

Many techniques developed for distributed and local algorithms are useful in the design of parallel algorithms. As an example application for a local problem, Ghaffari and Haeupler [GH21] develop a randomized algorithm for maximal independent set on the so-called EREW variant of the PRAM model with the optimal depth $O(\log n)$ and $O\left(m \log ^{2} n\right)$ work, building on top of the local maximal independent set algorithm of Ghaffari [Gha16].

As another example application for a non-local problem, we note that one can generalize deterministic local algorithms for network decompositions discussed in Section 1.5 to get various clustering results for weighted undirected graphs like the following one.

Theorem 3.5 (Deterministic low-diameter clustering [Roz+22a]). Let $G$ be a graph and $w$ its nonnegative weights. Then, there is a parallel algorithm with $\widetilde{O}(m+n)$ work and $\widetilde{O}(1)$ depth such that, given a parameter $R>0$, it splits vertices of $G$ into clusters such that

1. Each cluster has weighted diameter $\widetilde{O}(R)$,
2. The total weight of edges that cross between different clusters is at most $\frac{1}{R} \sum_{e \in E(G)} w(e)$.

Variants of this clustering result can be used for the design of deterministic parallel algorithms for the approximate shortest path problem or various metric embedding problems [Roz +22 b ; Roz +22 a ].

### 3.4 Massively Parallel Computing (MPC)

The final parallel model we discuss is the model of Massively parallel computing (MPC) [KSV10], the theoretical model behind the popular programming framework MapReduce and its variants. While the previous PRAM model focuses on the total work done by processors and ignores the cost of communication, the MPC model ignores the work done by processors and focuses on the communication cost.

Concretely, let us explain the so-called low-memory regime of MPC: At the beginning of any graph algorithm, the edges of the input graph are split into many machines, each capable of storing $O\left(n^{\varepsilon}\right)$ bits in its memory. In one round, each machine can perform an arbitrary computation on its edges, and then it sends arbitrary information to any of its neighbors (the total information sent and received per machine is $\left.O\left(n^{\varepsilon}\right)\right)$. We measure the number of rounds until the solution is computed.

Chang, Fischer, Ghaffari, Uitto, and Zheng [Cha+19a] constructed a randomized massively parallel algorithm for $\Delta+1$-coloring that works in $O(\log \log \log n)$ rounds by simulating the fastest randomized local algorithm for coloring of round complexity poly $\log \log n$ (see Chapter 3) with exponential speedup. This result is complemented by the work of Ghaffari, Kuhn, and Uitto [GKU19] that showed that this result cannot be improved, conditioned on a certain conjecture. Notice how understanding where the three logarithms are coming from requires an extensive understanding of coloring with local algorithms: The way we arrive at this complexity is that, first, starting with the trivial constant-round sequential local algorithm for coloring, we turn it into a deterministic distributed poly $\log n$-round local algorithm using the general translation of Theorem 1.4. Next, this algorithm can be turned into an exponentially faster randomized algorithm using the shattering technique [CLP18]. Finally, this randomized algorithm is simulated, again with exponential speedup, in the massively parallel model.

There is also a line of work aiming to extend the classification of local problems to the massively parallel algorithms model, though the complexity landscape there is currently much less understood [Bal $+22 \mathrm{~b}]$.

### 3.5 Descriptive Combinatorics

Descriptive combinatorics [Mik90; MU17; LAO17; DF92; MU16; Gab00; ASS99; Mar16; CM17; CGP24; Csó +22 ; Ber23a] is an area at the intersection of combinatorics, measure theory, and set theory (see e.g. the surveys [KM16; Pik21; Ber22b]). It studies graphs that arise when one manipulates uncountably-infinitely large mathematical objects equipped with measure. The main object of interest is a measurable graph. Instead of a formal definition, let us discuss a particular example.

An example of a measurable graph: Consider a circle, i.e., a set of points of distance 1 from the origin in the plane $\mathbb{R}^{2}$. A rotation of this circle by 1 radian counterclockwise induces a graph $G_{0}$ : We can draw an oriented edge from each point $v$ on the circle to the point $v^{\prime}$ such that the rotation maps $v$ to $v^{\prime}$. This graph has uncountably many connected components, each of which is a doubly-infinite oriented path: this is because 1 is an irrational multiple of $2 \pi$ and thus if we start "jumping" from $v$ around the cycle with jumps of length 1 , we never return to $v$. Moreover, the standard Lebesgue measure on the circle is telling us which subsets of vertices of $G_{0}$ we are "allowed to talk about". The graph $G_{0}$, together with the measure on top of it, is an example of a measurable graph.

Given a local problem $\Pi$, we can now ask whether it can be solved on a particular measurable graph. For example, consider the following problem: Color each vertex of $G_{0}$ with one of $c$ colors such that the coloring is proper and each set of vertices of the same color is measurable. It is a folklore fact that this type of coloring is not possible with $c=2$ colors, but it is possible with $c=3$ colors (this is a special case of the following Theorem 3.6).
Formal connection between the two worlds: There is a close connection between local algorithms and descriptive combinatorics. Although this was to some extent understood earlier (see Elek and Lippner [EL10], Lovász [Lov12, Chapter 23.3]), it was only a breakthrough paper of Bernshteyn [Ber23a] that first realized the full power of the connection. Bernshteyn was able to prove general theorems of the type "if a local problem $\Pi$ can be solved with a local algorithm of round complexity $O\left(\log ^{*} n\right)$, then any measurable graph admits a Borel solution to $\Pi$ ".

As we did not define the terms "measurable graph" or "Borel solution" precisely, we will next only state perhaps the simplest concrete example manifesting the connection, and we point an interested reader to the recent survey of Bernshteyn [Ber22b] that covers this very exciting and recent topic in depth.

Theorem 3.6 ([GR21]). Let $\Pi$ be any local problem (without inputs). Then, the following two statements are equivalent:

1. There exists an o(n)-round local algorithm solving $\Pi$ on sufficiently large oriented cycles.
2. One can label each vertex of $G_{0}$ with a label of $\Pi$ such that all vertices satisfy the constraints of $\Pi$, and for each label $\ell$, the set of vertices with that label is Lebesgue-measurable ${ }^{2}$.

By now, we know of several more results of this type, both for general bounded-degree graphs [Ber23a; Ber23b] and for special cases like trees [Bra+21] and grids [Gao+18; GR23].

Transfer of techniques: Many recent results in the area of descriptive combinatorics are adopting techniques from local algorithms that are, by now, familiar to readers of this text: network decomposition [BY23], Lovász local lemma [Ber23a; Ber23b; Csó+22; BW23; BY23], derandomizations [Ber23b; GR23], ID graphs $[$ Bra +22 ; Bra +21$]$, and others.

This connection also led to some progress in the area of local algorithms. For example, Bernshteyn [Ber22a] used ideas from a measurable Vizing theorem of Grebík and Pikhurko [GP20] to construct a fast local algorithm for $(\Delta+1)$-edge coloring problem. Brandt, Chang, Grebík, Grunau, Rozhoň, and Vidnyánszky $[$ Bra +22 ] adapted a lower bound of Marks [Mar16] to give a different (and similarly simple) lower bound for sinkless orientation from Theorem 2.15.

### 3.6 Other Models

There are many more models of local/distributed/parallel/sublinear computation that are, in one way or another, related to local algorithms. In many of these models, it not only makes sense to try to solve concrete problems but often, one can also hope that the theory of local algorithms, such as the classification of the local problems on bounded-degree graphs, can be extended similarly to, e.g., Theorem 3.2.
Uniform algorithms: One favorite model of the author is the model of uniform local complexity. In this model, a randomized local algorithm does not know the size of the input graph, $n$. It simply looks at larger and larger neighborhoods of a given vertex, until it decides that it has seen enough to compute the

[^25]output label at the node. This model was independently studied by local algorithms community [KSV12] and community of probabilists [HSW17; Hol17; Spi20] where it is known as finitary factors of i.i.d.

In the $o(\log n)$-local-complexity regime, uniform algorithms can be seen as a more powerful version of classical local algorithms. This is because there are certain local problems such that their solution requires a few nodes to see the whole graph, while most of the nodes can output their solution after seeing their $O(1)$-radius neighborhood [GR23]. On the other hand, local problems solvable by uniform local algorithms still often admit measurable solutions defined in descriptive combinatorics [GR21; GR23; Bra+22]. Thus, uniform local algorithms can be seen as interpolating between the extremely clean picture painted by the classification of $o(\log n)$-round algorithms (Theorem 2.1), and the much less well-understood complexity classes coming from descriptive combinatorics.

The connection between classical local algorithms and uniform ones would be much cleaner if the following problem was resolved (see $[\mathrm{Bra}+22]$ ):

Problem 3.7. Is there a $C$ and a uniform randomized local algorithm on bounded degree graphs for $C$-relaxed Lovász local lemma such that after poly $\log \log (1 / \varepsilon)$ rounds, at least $1-\varepsilon$ fraction of nodes know the solution?

Other models: There are many more models of locality studied in the literature. Let us list a sample of them. The list includes the averaged local complexity [Feu17; BT19; CGP20; Bal +23 b ] (closely connected to uniform algorithms), online local model $[\mathrm{Akb}+23$; Cha +23 ; Akb +24$]$, dynamic local model $[A k b+23 ;$ Akb +24$]$, local mending model [MSV23], supported local model [SS13; Kor +21$]$, quantum local model [GKM09; LNR19; Coi +22 ; Akb +24 ], awake (energy) complexity [Cha +19 b ; Cha +20 ; CGP20; GP22; GP23], local certification [GS11; FHK12; Fra +13 ; Feu21], finitely dependent colorings [HL +15 ; Hol23], or computable combinatorics [QW22].

## Final Remarks

This text aims to present the area of local algorithms in a way that highlights what the author sees as its key aspect: Unlike typical subareas of computer science and discrete mathematics that are usually unified by a set of useful techniques and important results, the area of local algorithms extends beyond this norm. We have a clean theory of the model of local algorithms that leads to a clear complexity-theoretical picture. We also understand that local algorithms have applications to a number of other models studied by the broader algorithmic community. In this sense, local complexity is similar to much more established fields like communication complexity. The author believes that the theory has the potential for diverse extensions and applications and encourages the reader to identify and explore the next one.
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[^0]:    ${ }^{1}$ Consider two opposing nodes $u, v$ in the cycle graph: In less than $n / 4$ rounds of communication, there is no third node that could send a message to both $u$ and $v$. Intuitively, the two vertices then cannot know whether their distance is even or odd. This argument can be made into a proper lower bound after the model of local algorithms is properly defined in Section 1.2 .

[^1]:    ${ }^{2}$ The function $\log ^{*} n$ measures how many times we need to take the logarithm of $n$ until we get a value of size at most 2 , i.e., $\log ^{*} 2^{2}=1, \log * 2^{2^{2}}=2$ and so on.
    ${ }^{3}$ We write $B(u, r)$ when $G$ is clear from the context.
    ${ }^{4}$ Our definition is a simplified variant of the definition of the so-called locally checkable labeling problem by Naor and Stockmeyer [NS95], discussed later in Section 2.5.

[^2]:    ${ }^{5}$ In the literature, these algorithms are often referred to as "distributed algorithms in the LOCAL model of computing". We use the shorter and less formal term "local algorithm" for better readability.

[^3]:    ${ }^{6}$ While assuming polynomial-range identifiers may look a bit arbitrary, we will see in Chapter 2 that the notion of deterministic algorithms is very robust. We simply need a way of breaking the potential symmetry of the input graph.
    ${ }^{7}$ Formally-minded readers may feel uneasy about the definitions not specifying the constant in the $n^{O(1)}$ expressions. We will see later in Theorem 2.20 that the exact constant in the definition typically does not matter. Formally, when we say that there is a local algorithm, it means that for every $C$ there is an algorithm in the setup where the size of identifiers/error probability is $n^{C}$.

[^4]:    ${ }^{8}$ This is a much easier problem than the maximum independent set problem where we additionally maximize the number of selected nodes.
    ${ }^{9}$ We can briefly describe the algorithm: It runs in $O(\log n)$ rounds and in each round, every vertex chooses a random number. If its number is the largest among its neighbors, the vertex goes in the independent set and is removed from future iterations, together with its neighbors. After $O(\log n)$ rounds, all vertices are removed with high probability and the algorithm terminates.
    ${ }^{10}$ We sometimes use the name distributed local algorithm to stress that we are talking about a local algorithm and not a sequential local one.

[^5]:    ${ }^{11}$ Some version of this theorem was implicitly understood in the late 80 s and led to the development of algorithms for network decompositions [Awe+89; LS93].
    ${ }^{12}$ We use $\widetilde{O}(t(n))$ to denote the complexity $O\left(t(n) \cdot \log ^{O(1)} t(n)\right)$.
    ${ }^{13} \mathrm{~A}$ diameter of a graph $G$ is defined as $\max _{u, v} d_{G}(u, v)$ where $d_{G}(u, v)$ is the distance between $u$ and $v$ in $G$.

[^6]:    ${ }^{14}$ It is important to restrict ourselves to local problems. Otherwise, consider the following silly counterexample problem: We are to mark some vertices of the input graph so that at least $n / 3$ but at most $2 n / 3$ vertices are marked. Using randomness, this problem can be solved in 0 round complexity: every vertex simply flips a coin. But imagine trying to solve the problem deterministically: If the input graph has no edges, we are pretty screwed!

[^7]:    ${ }^{15}$ In general, $k$ local sequential algorithms can be simulated with complexity $2 \sum_{i=1}^{k} t_{i}(n)$.

[^8]:    ${ }^{16}$ In the literature, one can very often encounter numerous variants of network decompositions with names like low-diameter clusterings, padded decompositions, or sparse neighborhood covers.

[^9]:    ${ }^{17}$ This text lists some open problems in the area. For a different list, see [Suo23].

[^10]:    ${ }^{1}$ If we do not care about how the resulting number of colors depends on $\Delta$, there is a simple one-round algorithm going back to Cole and Vishkin [CV86] that does not rely on cover-free families and leads to a coloring with $2^{O(\Delta \log \Delta)}$ many colors in $O\left(\log ^{*} n\right)$ rounds. The algorithm turns a coloring with $2^{k}$ colors into a coloring with $2^{O(\Delta \log k)}$ colors as follows: Think of the input color of each vertex $u$ as a $k$-bit string $s_{u}$. The vertex sends this color to all its neighbors. After $u$ receives $d \leqslant \Delta$ strings of its neighbors, $s_{1}, s_{2}, \ldots, s_{d}$, it does the following. For each received $s_{i}$, the node $u$ identifies an index $j_{i}$ where $s_{i}$ differs from its own bit string $s_{u}$. Such an index exists since we assumed that we started with proper coloring. The new color of $u$ is defined as the concatenation $s_{u}^{\prime}=j_{1} \circ s_{u}\left[j_{1}\right] \circ \cdots \circ j_{d} \circ s_{u}\left[j_{d}\right]$. That is, the vertex $u$ simply remembers only the values of bits of $s_{u}$ on the positions where those values show that $s_{u}$ differs from its neighbors. We observe that no two neighboring vertices can end up with the same string. Moreover, if we write $s_{u}^{\prime}$ in binary, it has only $O(\Delta \cdot \log k)$ many bits.
    ${ }^{2}$ The notation $\Delta(G)$ stands for the maximum degree of $G$.

[^11]:    ${ }^{3}$ Here, $\log _{n}^{*}(s)$ returns how many times we need to take the logarithm of $s$, until its value drops below $n$, i.e., $\log _{n}^{*}\left(2^{n}\right)=$ $1, \log _{n}^{*}\left(2^{2^{n}}\right)=2$ and so on.

[^12]:    ${ }^{4}$ This is the place in the argument where we need increasing and not just unique identifiers: With unique identifiers, the leftmost and rightmost node of $B(v w, t)$ could now have the same identifier.
    ${ }^{5}$ Round elimination may used both to prove lower bounds and to construct algorithms. In particular, it can be used to derive that the round complexity of 3-coloring paths in $\frac{1}{2} \log ^{*} n \pm O(1)$ [RS15].
    ${ }^{6}$ The Lovász-local-lemma problem does not quite satisfy the requirements for the local problem as we defined it in Definition 1.1, but, morally speaking, it can be seen as such.
    ${ }^{7}$ Our definition of a local problem from Definition 1.1 does not allow "promises" on input labels. To turn local lemma into a proper instance of a local problem, we can postulate that if the promise is not satisfied, the local solution around the node is not bound by any constraints.

[^13]:    ${ }^{8}$ Our example algorithm from Section 1.1 can be seen as a simple shattering algorithm.

[^14]:    ${ }^{9}$ The original algorithm and its analysis by Fischer and Ghaffari [FG17] contains subtle flaws. Here, we follow the proof by Maus [Mau].

[^15]:    ${ }^{10}$ The usual usage of round elimination is for randomized algorithms instead of using the ID graph, but this would require a longer setup and more calculations.

[^16]:    ${ }^{11}$ This part of the argument needs to work with the ID graph instead of unique identifiers.

[^17]:    ${ }^{12}$ The instance is sinkless orientation on trees where one color class has degree $\Delta_{r . v}$. and the other has degree $\Delta_{b . e}$. One formulates it as an instance of the local lemma by letting each vertex of one color class grab a random outgoing edge. The proof that this variant of sinkless orientation is still hard seems to be missing in the literature.

[^18]:    ${ }^{13}$ Looking at the proof, it is hard to come up with a reasonable class of graphs where the theorem does not apply.
    ${ }^{14}$ This is a fundamental problem in the broader area of distributed computing. The maximal independent set problem can be seen as a local variant of this problem.

[^19]:    ${ }^{15}$ Their technique is similar to Adelman's theorem that proves that $\mathrm{BPP} \subseteq \mathrm{P} /$ poly. See $[\mathrm{AB} 09$, Theorem 7.14].

[^20]:    ${ }^{16}$ Compare with Theorem 3.2 classifying volume complexities where we have $o\left(\log ^{*} n\right)$ speedup instead.
    ${ }^{17}$ Recall that in hypergraph Ramsey theorem we have a big set $B$, we color its small subsets $S$ and we want to find a medium-sized set $M$ such that all its small subsets $S \subseteq M$ have the same color.

[^21]:    ${ }^{18}$ It is an interesting exercise to open up the proof that the randomized sequential local complexity of local lemma is $\Theta$ (poly $\log \log \log n)$ and try to think of theorems we have seen so far that do not go into that proof.

[^22]:    ${ }^{19}$ The edges of the input grid are consistently oriented.
    ${ }^{20}$ Edges are oriented such that every vertex has at most one ingoing edge.

[^23]:    ${ }^{21}$ Formally, this is a family of classes, with one class for each possible dependency $r=r(\varepsilon)$.

[^24]:    ${ }^{1}$ Local algorithms are often referred to as "distributed algorithms in the LOCAL model of distributed computing".

[^25]:    ${ }^{2}$ One can replace "Lebesgue measurable" with "a union of finitely many intervals" and the theorem still holds.

