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During development, cells need to make fate decisions according to their position and the developmental timepoint.
Morphogen gradients provide positional information, but how timing is controlled has remained elusive. Here, we show
that in morphogen gradients with constant decay length, cells experience transient, hump-shaped concentration profiles
if the morphogen source expands in parallel with the uniformly growing tissue. This transient signal can convey time.
We further show that opposing steady-state morphogen gradients with equal decay length, as found in the vertebrate
neural tube, can synchronise cell fate decisions along the entire expanding patterning axis, because the product of the
two opposing concentration gradients is constant along it. In case of an increasing amplitude, cells experience a transient
hump signal, while in case of constant gradient amplitudes, the concentration product declines continuously as the tissue
expands — a hallmark of a depletion timer. Once the tissue reaches a critical size and the concentrations a critical value,
a cell fate switch can be triggered. Timers based on morphogen gradients offer a simple mechanism for the simultaneous
control of position and time and might apply in many patterning systems, as uniform growth is observed widely in
development.
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1 Introduction

Morphogen gradients guide spatial patterning and cell differ-
entiation during development. In the French flag model, con-
centration thresholds define the locations of domain boundaries
in the tissue [1]. In addition to their relative position, cells
need to track time to make the correct fate decisions [2]. A
wide range of timer mechanisms have been identified [3], in-
cluding organism-wide timers based on temperature, nutrition,
or hormonal changes, and local timers based on intracellular
oscillators, accumulation or depletion processes [4–17]. How-
ever, how processes are coordinated and synchronized across
morphological fields remains largely unknown. We now show
that morphogen gradients can convey not only position, but
also time during development.

The development of the central nervous system (CNS) has
been established as a paradigm for gradient-controlled cell dif-
ferentiation [18], and we will draw on the quantitative data that
has been gathered for this model system. The CNS develops
from the neural tube (NT) that runs along the rostral-caudal
axis of the embryo. Neural development is controlled by oppos-
ing Sonic Hedgehog (SHH) and Bone morphogenetic protein
(BMP) gradients that define different progenitor domains along
the dorsal-ventral (DV) axis (Fig. 1). Quantitative analysis
of the mouse NT at the forelimb level revealed that cell dif-
ferentiation commences about two days after the start of NT
development along the entire DV axis [19]. How this timepoint
is set is unknown, but it is preceded by a transient response of
the SHH and BMP pathways [20–24].

SHH and BMP are secreted from the two opposite ends of the
NT. The SHH gradient and the SHH reporter GBS-GFP as well
as the BMP readout pSMAD have been quantified and follow
an exponential function in the patterning domain between floor
plate and roof plate [22, 24]. While the gradient decay lengths
are constant, the SHH gradient amplitude rises continuously over
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time [22]. Despite this gradual increase, the response to SHH,
as monitored by GBS-GFP, is a transient hump, sharply rising
at first and slowly receding later on [20–22]. The mechanisms
that may produce such a response are elusive [22].

By solving a reaction-diffusion model, we demonstrate that
the widening of the morphogen source on the growing tissue, as
has been reported for SHH in the developing NT [19], results
in a gradual increase in the morphogen amplitude, resembling
that reported for SHH. In case of a constant gradient decay
length, as is also the case for SHH in the NT, this rising am-
plitude results in hump-shaped concentration profiles at fixed
relative positions in the tissue. While the local concentration
can convey positional information, the duration of the hump in
the morphogen response can convey time. We further show that
anti-parallel steady-state morphogen gradients can synchronise
developmental decisions along the expanding patterning axis.

2 Results

2.1 Morphogen concentration gradient

The morphogen gradient shape can be derived by solving the
appropriate reaction-diffusion equation. The measured constant
characteristic length λ =

√
D/k (where D is the morphogen

diffusivity and k its turnover rate) suggests that the spatial SHH
gradient is in quasi-steady state on the patterning time scale
[25], despite the time-dependent amplitude. This is consistent
with measurements of the Hh dynamics in the Drosophila wing
disc, where the Hh-GFP diffusion coefficient was determined
as DHh = 0.033 ± 0.006 µm2 s−1 and the Hh-GFP turnover
rate as kHh = 6.7 × 10−4 s−1 [26]. The characteristic time to
steady state [27], τ = (1 + x/λ)/2kHh ≈ 25 minutes at x = λ,
is thus short relative to the duration of NT patterning. The
corresponding gradient decay length λ =

√
DHh/kHh = 7 µm of

Hh-GFP in the Drosophila wing disc is remarkably close to that
measured for SHH-GFP, λ ≈ 13 µm, in the mouse NT [24, 28],
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Figure 1: Patterning of the developing neural tube.
Schematic cross section of the neural tube with floor plate (FP),
roof plate (RP), and notochord (NC). SHH (blue molecules)
is secreted from the NC and FP, and diffuses dorsally along
the neuroepithelium, forming an exponential gradient. BMP is
secreted from the RP, forming an anti-parallel gradient. The
(positive or negative) net flux of SHH from the NC to the FP is
represented by J .

and somewhat shorter than λ ≈ 20 µm for untagged SHH [22].
The difference between Hh-GFP in the Drosophila wing disc and
SHH-GFP in the mouse neural tube could be due to differences
in the regulatory interactions [28, 29]. In conclusion, we will
now assume that the gradient is in quasi-steady state on the
growing domain.

We approximate the tissue by a 1D domain of total length
LT, with the coordinate x running from the side of the source,
x = 0, to the other end, x = LT. In case of SHH in the NT, the
domain would start at the ventral limit of the floor plate (FP),
and extend to the dorsal end of the roof plate (RP) (Fig. 1). The
morphogen distribution along the uniformly expanding domain
can then be described with a 1D steady-state reaction-diffusion
equation [30]:

0 = pH(LS − x)− kc(x) +D
d2c

dx2
(x). (1)

Here, c denotes the morphogen concentration, p the morphogen
production rate, k the turnover rate, D the diffusion coefficient,
and H the Heaviside step function that restricts the morphogen
production to the source of length LS:

H(LS − x) =

{
1 x ≤ LS

0 else
.

For simplicity, we will assume that the boundary far from the
source is impermeable, and use a zero-flux boundary condition
at x = LT:

dc

dx
(LT) = 0.

We will show later that this assumption has little impact on the
predicted gradient shape. In the first instance, we will use the
same zero-flux boundary condition also at the boundary at the
source, x = 0,

dc

dx
(0) = 0.

However, in the NT, there is no obvious diffusion barrier at this
boundary, as SHH diffuses between the adjacent SHH-secreting
notochord (NC) and the FP. Accordingly, we will later also
explore the impact of SHH diffusion across this boundary. Eq. 1

can be solved with basic calculus by splitting the unknown
concentration profile into two domains, one containing the mor-
phogen source, and another one in which the patterning takes
place:

c(x) =

{
cS(x) 0 ≤ x ≤ LS

cP(x) LS ≤ x ≤ LT

.

At the interface between source and patterning domain (x = LS),
we require continuity in the concentration and flux:

cS(LS) = cP(LS) and
dcS
dx

(LS) =
dcP
dx

(LS).

With these boundary conditions, the solution for the morphogen
concentration reads

cS(x) =
p

k

(
1 +

sinh [(LS − LT)/λ]

sinh [LT/λ]
cosh

[x
λ

])
cP(x) =

p

k

sinh [LS/λ]

sinh [LT/λ]
cosh

[
LT − x
λ

]
with decay length λ =

√
D/k.

The position where the zero-flux boundary condition is im-
posed opposite of the morphogen source has a negligible quanti-
tative impact on the concentration gradient, as long as it is far
away from the source (LT � LS), which is always the case in
the NT. One can thus make an additional simplification without
altering the solution in any practically measurable way. Instead
of imposing dc/dx = 0 at x = LT, we can impose it infinitely
far away from the source at x =∞. With this modification, the
concentration simplifies to

cS(x) =
p

k

(
1− exp

[
−LS

λ

]
cosh

[x
λ

])
cP(x) =

p

k
sinh

[
LS

λ

]
exp

[
−x
λ

]
.

(2)

The morphogen gradient amplitude c0 at the source boundary
follows as

c0 = c(LS) =
p

2k

(
1− exp

[
−2

LS

λ

])
.

This concentration profile (Fig. 2A) resembles that reported
for SHH in the mouse NT [22], except for the maximal amplitude

cmax = c(0) =
p

k

(
1− exp

[
−LS

λ

])
, (3)

which is located at the very start of the domain (x = 0) according
to the model, while experiments find the peak inside the FP,
near its dorsal end [22]. To address this discrepancy, we will next
include SHH secretion from or into the NC (x < 0) and remove
the diffusion barrier between NT and NC, i.e. the homogeneous
Neumann boundary condition between the NC and the FP for
SSH.

2.2 Morphogen flux from or to the notochord

We now generalise the reaction-diffusion model to incorporate
a finite morphogen flux J in or out of the NT (Fig. 1). The
boundary condition at x = 0 is modified to

−D dc

dx
(0) = J.

This adds the term (J/λk) exp[−x/λ] to the resulting concen-
tration profile:

cS(x) =
p

k

(
1− exp

[
−LS

λ

]
cosh

[x
λ

]
+

J

λp
exp

[
−x
λ

])
cP(x) =

p

k

(
sinh

[
LS

λ

]
+

J

λp

)
exp

[
−x
λ

] . (4)
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Figure 2: SHH gradient in the growing neural tube. A, Eq. 2 is plotted for different NT lengths using the quadratic fit
cmax(LT) from Fig. 3A. B, Eq. 4 at fixed total NT length LT = 400 µm for different morphogen outflux values from the FP to the
NC, as labeled. Maximum concentrations cmax (blue dots) and boundary concentrations c0 (white dots) are indicated. With
increasing outflux, the maximum concentration approaches the source boundary amplitude: cmax → c0 (B, inset).

The amplitude c0 at the source boundary then reads

c0 = c(LS) =
p

2k

(
1− exp

[
−2

LS

λ

]
+

2J

λp
exp

[
−LS

λ

])
.

For a positive influx J > 0, the maximum concentration still
occurs at x = 0 and increases by J/(λk):

cmax = c(0) =
p

k

(
1− exp

[
−LS

λ

]
+

J

λp

)
.

A negative flux J < 0 (corresponding to an outflux of SHH
from the FP to the NC), on the other hand, shifts the peak
concentration dorsally, to the interior of the FP (Fig. 2B). The
concentration profile obtained with outflux strongly resembles
the reported profiles of SHH in the NT [22] and Bicoid (Bcd) in
the early Drosophila embryo [31]. The maximum can be found
by requiring that dc/dx = 0. It is

cmax = max
0≤x≤LS

c(x)

=
p

k

(
1−

√
exp

[
−2

LS

λ

]
− 2J

λp
exp

[
−LS

λ

])
.

(5)

This maximum is attained at position

xmax = arg max
0≤x≤LS

c(x) =
λ

2
ln

[
1− 2J

λp
exp

[
LS

λ

]]

which progressively approaches the source-pattern boundary at
x = LS (the dorsal FP boundary in the NT) with increasing
morphogen outflux. Accordingly, the maximum concentration
cmax approaches the exponential amplitude c0 with increasing
outflux (Fig. 2B, inset). To reduce the mathematical complexity
in our further analysis below, we will therefore express the
morphogen gradient in the patterning domain by

C(x) ≈ cmax exp

[
−x− LS

λ

]
, x ≥ LS, (6)

which is valid in good approximation, considering the reported
shape of the Bcd and SHH profiles [22, 31]. The subsequent
results are qualitatively unaffected by this simplification.

2.3 Gradient amplitude dynamics

According to Eq. 5, the gradient amplitude increases with the
size of the source. The maximal SHH amplitude and the FP
length have been reported for different NT lengths (Fig. 3A)
[19, 21, 22]. We can now use these measurements to parameterise
our model.

In previous work [22], a linear model (n = 1) was fitted to
the maximum SHH concentrations. While this fits the data
reasonably well, the fit improves for higher-order polynomial
functions,

cmax =
p

k

[
α+

(
LT

β

)n]
, (7)

and is optimal for n = 3.78± 0.40 (Fig. 3A, Table 1). Balancing
Eq. 7 with Eq. 3, we can infer how the FP must expand with
the NT to yield the measured increase in the SHH amplitude.
The resulting relationship

LS(LT) = −λ ln

[
1− α−

(
LT

β

)n]
(8)

matches the reported FP length very well (Fig. 3B). Even though
the FP expands passively with the uniformly growing domain
[19], the functional relationship is non-linear because the FP is
not present from the start, but is only induced by SHH from
the notochord.

Note that the prefactor p/k in Eq. 7 merely sets the arbi-
trary concentration scale. By fitting Eq. 7 alone to measured
amplitudes, the value of p/k is not uniquely defined and this
prefactor can be accommodated in the values of α and β with
appropriate unit adjustment. With the simultaneous fit of Eq. 8
to measured source lengths, however, one can determine optimal
values for p/k, α and β uniquely. Nevertheless, p/k still only
represents the arbitrary concentration scale used in the SHH
amplitude data [22].

2.4 Hump-shaped gradient dynamics on growing
domains

Combining Eqs. 6 and 7, the morphogen concentration can
be evaluated at relative positions ζ = (x − LS)/LT along the
patterning domain (Fig. 1), and at developmental stages of
tissue growth as quantified by the total domain length LT:

C(ζ, LT) ≈ p

k

[
α+

(
LT

β

)n]
exp

[
−ζLT

λ

]
(9)
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Figure 3: SHH gradient amplitude in the growing neural tube. A, Polynomial models (coloured lines) fitted to the
increasing SHH gradient amplitude (blue dots, extracted from Ref. [22]) in the growing NT. B, The floor plate size inferred from
the fitted maximum SHH concentration using Eq. 8 matches the reported data from Refs. [19, 21]. Developmental time was
converted to NT length using the linear expansion law by Cohen et al. [22].

Table 1: SHH gradient amplitude dynamics. Parameters were obtained by least-squares fitting Eq. 7 to the data in Fig. 3A.

Model Parameter Unit Value SE RMSE [µm] Adjusted R2

p/k a.u. 104.43 0.38
linear (n = 1) α — −0.257 0.030 11.8 0.616

β µm 450 26

p/k a.u. 149.26 0.32
quadratic (n = 2) α — −0.011 0.010 10.9 0.674

β µm 550 14

p/k a.u. 150.1 2.6
cubic (n = 3) α — 0.0458 0.0074 10.3 0.706

β µm 490.4 7.9

power law (n free)

p/k a.u. 149.9 1.6

10.3 0.711
α — 0.070 0.012
β µm 463 12
n — 3.78 0.40

At fixed ζ, the concentration first increases as the tissue expands,
before it starts declining again (Fig. 4A). For the quadratic re-
lationship (n = 2), the reversal point occurs earlier than for the
linear model (n = 1) (Fig. 4B). As the NT grows linearly in
time [19], the NT length where the peak morphogen concentra-
tion is attained, Lpeak, directly relates to developmental time,
allowing the SHH dynamics to be compared to the reported
signalling dynamics [21, 24]. The measured SHH gradient decay
length λ and amplitude (α, β, n) directly determine the NT
length at which the peak Cpeak(ζ) = C(ζ, Lpeak) is reached at a
given relative position ζ. This relationship can be found from
∂C/∂LT = 0 and it reads

ζ =
λ

Lpeak

n(Lpeak/β)n

α+ (Lpeak/β)n
.

In case of the linear fit (n = 1), the NT length where the peak
is attained follows as

Lpeak =
λ

ζ
− αβ ≈ 19.3 µm

ζ
+ 115 µm. (10)

whereas it is

Lpeak =
λ

ζ
+

√(
λ

ζ

)2

− αβ2

≈ 19.3 µm

ζ
+

√(
19.3 µm

ζ

)2

+ (58.7 µm)2

(11)

for the quadratic fit (n = 2). The peak is thus attained earlier
further away from the source (Fig. 4A,B).

The local hump corresponds to a transient activation of the
SHH pathway. At fixed relative positions ζ in the patterning
domain, the local morphogen concentration crosses any threshold
concentration below the peak twice: Once to exceed it, and a
second time at a later timepoint to drop below it again. For
any threshold θ ∈ (0, 1), the duration of the transient activation
can be determined numerically as the distance ∆L = L2 − L1

between the two crossing points where C(ζ, L1) = C(ζ, L2) =
θCpeak(ζ) (Fig. 4B). ∆L corresponds to the length of the growing
domain gained over the duration of signalling. For a linearly
increasing morphogen gradient amplitude (n = 1), it can be
found by inverting Eq. 9, and it reads

∆L =
λ

ζ

(
W0

[
−θ
e

]
−W−1

[
−θ
e

])
(12)

independent of α and β. Here, Wk denotes the k-th branch of
Lambert’s W function (the product logarithm), and e is Euler’s
constant. The timer duration is thus inversely proportional
to the relative position in the patterning domain, ∆L ∼ ζ−1

for n = 1 (Fig. 4C). For a quadratically increasing morphogen
gradient amplitude (n = 2), it can be found numerically, and
still approximately follows ∼ λ/ζ curves (Fig. 4D). Supposing a
uniform threshold θ in the domain, the transient activation of
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Figure 4: Transient gradient dynamics on growing domains. Time-dependent concentration at different ventral-dorsal
positions ζ (colours) for a linearly increasing gradient amplitude (A) and a quadratically increasing gradient amplitude (B). Eq. 9
is plotted using the parameters from the measured SHH gradient (Table 1). The dashed lines show the evolution of the peak
concentration Cpeak, given by Eqs. 10 and 11. Duration (in terms of domain expansion ∆L over time) of the transient activation
of the SHH pathway through exceedance of a fraction θ of the peak concentration, as a function of the relative position in the
pattern, ζ, for a linearly increasing gradient amplitude (C, Eq. 12) and a quadratically increasing gradient amplitude (D). Insets
show the inverse relationship, the activation threshold as a function of position for fixed timer lengths.

the SHH signalling pathway is thus longer close to the source
and shorter further away from it. Conversely, if instead of the ac-
tivation threshold θ, the timer length is to be uniform across the
domain, then the activation threshold needs to drop in a nonlin-
ear fashion with increasing distance from the source (Fig. 4C,D,
insets), similarly to the French flag model for patterning in
space.

We conclude that a hump-shaped local morphogen profile can
arise if the morphogen gradient amplitude can be related to the
patterning domain length via a polynomial function of order
two or smaller. For a cubic (n = 3) or higher-order relationship,
transient responses occur only close to the source. Further out,
the concentration declines continuously. The gradient param-
eters directly determine the timing of the hump; there are no
free parameters.

2.5 Synchronised timing by opposing morphogen
gradients on growing domains

During NT development, cell fate decisions are largely syn-
chronised along the patterning axis [19, 32, 33]. How such a
synchronisation can be achieved across a large, growing morpho-
genetic field, and how timing is tied to developmental progress,
is still largely elusive. While a single gradient can coordinate
timing along the patterning axis, synchronisation would require
a finely tuned distance-dependent readout threshold (Fig. 4C,D).
We now show that opposing steady-state morphogen gradients

with equal decay length, as found in the vertebrate neural tube,
can serve as developmental timers that synchronously trigger a
fate switch once the tissue reaches a critical size.

Opposing exponential gradients can be written as

C(xi) = C0,i exp

[
−xi − LS,i

λ

]
, xi ≥ LS,i, i = 1, 2, (13)

where xi denotes the distance from the tissue boundary with
the respective morphogen source. On a domain of total length
LT, x1 = x for one gradient and x2 = LT − x for the second,
anti-parallel gradient. If both gradients have an equal decay
lengths λ, but possibly different amplitudes C0,1 and C0,2, the
product of their concentrations,

P (LT) = C(x)C(LT − x), (14)

is constant along the entire patterning axis, and declines uni-
formly in the growing tissue, as required for a depletion timer
(Fig. 5A,B). The combined concentration of the opposing gra-
dients can time development if the domain length LT changes
over time. The timer length is then given by the amount of
tissue expansion required to let the product concentration drop
below a threshold, P = θC0,1C0,2 (Fig. 5C):

∆L = −λ ln θ.

If, on the other hand, the amplitudes rise over time, as in
the vertebrate NT, then the transient product concentration
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Figure 5: Synchronised timing by opposing morphogen gradients on growing domains. A, Time-dependent product
of concentrations of anti-parallel morphogen gradients. Eq. 14 is plotted for fixed gradient amplitudes and source sizes, resulting in
a depletion timer that is synchronous everywhere in the pattern. Note the logarithmic colour scale. B, The product concentration
drops below a threshold (i.e., depletes) after the tissue has grown by ∆L. C, Length of the depletion timer as a function of the
sensing threshold. D, Time-dependent product of concentrations of anti-parallel morphogen gradients for increasing amplitudes as
measured for the SHH gradient (n = 1, Table 1), assuming that the opposing BMP gradient is mirror-symmetric to it. Note the
linear colour scale. E, Time evolution of the product concentration for n = 1, 2, showing a transient hump as the NT lengthens
over time. F, Length of the timer as a function of the activation threshold relative to the peak signal, as indicated in E.

exhibits a synchronous hump. Using the gradient amplitude fit
for SHH in the mouse NT for both the SHH and the BMP gra-
dients (C0,1 = C0,2 = cmax, Eq. 7), the peak Ppeak = P (Lpeak)
occurs at a critical tissue size of Lpeak ≈ 158 µm for n = 1 and
at Lpeak ≈ 110 µm for n = 2, everywhere in the patterning
domain. Note that Lpeak would be different if the amplitude
of the opposing BMP gradients differed from that of the SHH
gradient. Before the critical size is reached, the morphogen
product increases uniformly in the entire tissue, and depletes
uniformly afterwards (Fig. 5D,E). As with just one morphogen
gradient, the duration of the timer with opposing gradients,
measured in terms of tissue expansion ∆L, depends on the acti-
vation threshold above which the timer is turned on. The lower
the threshold, the longer the timer, with uniform timer length
and activation threshold across the entire pattern (Fig. 5F).
Time-dependency in the amplitudes will thus affect the exact
timing, but not the synchronisation along the patterning axis.
All that is required for synchronisation is that both morphogen
gradients have equal λ, i.e., equal D/k.

3 Discussion

We have shown that the passive expansion of the morphogen
source with a uniformly expanding developing tissue results in
transient, hump-like morphogen kinetics along the patterning
domain. Opposing gradients with equal decay length allow for
the synchronisation along the entire pattern. This new pattern-
ing paradigm offers a simple mechanism for the simultaneous
control of position and timing by the morphogen gradient(s)

alone. With such a mechanism, the position of progenitor do-
main boundaries can be controlled by the gradient amplitude
and corresponding readout thresholds, while the timing of de-
velopmental processes can, in principle, be controlled with a
readout of the transient nature of the concentration profiles. An
expanding source and opposing gradients are found in many
growing patterning systems, such that this could constitute a
general timer paradigm.

A key advantage of gradient-based timers is the spatial con-
trol and alignment of cell populations over large distances. For
intracellular timers, entrainment mechanisms are required to
align the response of neighbouring cells [34]. In case of Notch
signalling, these rely on local cell-to-cell interactions. Alterna-
tively, the secretion of diffusible factors can coordinate local
cell response, as proposed for TGF-β in hindbrain development
[11]. For gradient-based timers, there is a firm bond between
the rate of the gradient amplitude increase and the timing of
developmental processes. As a result, spatial patterning and
timing become intricately linked. The domain length at the
morphogen peak is sensitive to changes in the gradient am-
plitude dynamics and the gradient decay length (Eqs. 10 and
11). While this may pose a challenge in the face of gradient
variability and noise [24], it offers a mechanism to adjust time
and length scales during evolution. Human embryos are larger
than mouse embryos and develop more slowly. If the longer
half-life that has been reported for the human proteome [35]
translates into a larger maximal gradient amplitude (Eq. 3)
and gradient decay length, the gradient-based timer mechanism
will not only delay the peak of morphogen signalling in human
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embryos, but will also shift it to larger domain lengths. Even if
the production rate slows down in parallel to the decay rate due
to a lower metabolic rate [36], a shift to longer domains would
still be obtained. Gradient-based timers and those based on the
local coupling of intracellular timers may thus have evolved in
parallel to address different challenges in development. These
are hypotheses that remain to be tested in the future.

In the mouse NT, transient SHH kinetics precede the onset
of differentiation [19–22, 37, 38]. A transient response is ob-
tained only with a linear or quadratic fit to the SHH amplitude
data with a gradient-based timer, but not with the statistically
favoured higher order power-law fit (n = 3.78, Table 1). How-
ever, due to the spread in the available SHH amplitude and
FP length data (Fig. 3), the optimality of n = 3.78 is likely
not statistically robust, and growth laws other than the power
law used here could be similarly adequate. Given the technical
challenges in measuring SHH gradients and FP lengths in the
NT, the measured SHH amplitude and/or FP length data could
be inaccurate [30]. We note that a timer based on the measured
SHH gradient yields a transient response that is much slower and
delayed compared to the measured kinetics of the SHH pathway
[21, 22]. To achieve the same duration along the patterning axis,
the readout threshold, θ, would need to decline with distance
from the source (Fig. 4C,D). However, also in this case, the
peak would still be reached too late close to the source (Fig.
4A,B). A timer based on the opposing SHH and BMP gradients
would allow for the synchronisation of cell differentiation along
the entire patterning axis with a single readout threshold at a
NT length consistent with the observed onset of differentiation.

A transient activation of the SHH pathway is observed also
in cultured neural stem cells, and when the SHH pathway is
stimulated permanently [11, 22, 35]. Models that include both
diffusible morphogens and intracellular regulatory networks will
be important to understand how tissues exploit their specific
advantages to robustly coordinate cell fate decisions in space and
time — and to what extent they are redundant. Important bio-
logical processes are often controlled by redundant mechanisms
[39], a prominent example being hindbrain development. While
TGF-β terminates the SHH response and thereby controls the
concomitant switch in cell differentiation from motor neurons to
serotonergic neurons (5HTN), the SHH response still terminates
in the absence of TGF-β signalling, albeit somewhat delayed
[11, 40].

Many developmental domains expand uniformly, with the
morphogen source expanding in parallel with the patterning
domain, but so far only few have been analysed quantitatively
[18]. In case of the Bicoid gradient in the Drosophila blastoderm,
growth terminates before Bcd-dependent patterning [41] such
that our novel timer paradigm cannot apply to the Bcd gradient.
In case of Decapentaplegic (Dpp) in the Drosophila wing disc,
not only the source, but also the gradient length λ, increases
with the growing domain [42]. This gradient behaviour can be
accounted to the pre-steady-state expansion of the gradient [25].
The combination of an increase in both the gradient amplitude
and length results in a gradually rising concentration near the
source, a decline at a distance, and a constant concentration
at the level of the Dpp readout boundaries for sal and dad.
While this enables the scaling of the Dpp readout positions on
the growing domain [25, 43], it precludes the use of the Dpp
gradient as timer.

As technological advances enable the quantitative charac-
terisation of an increasing number of developmental systems,
examples of this novel timer paradigm might be uncovered in
near future. Gradient-based timers present a promising strategy
also in synthetic bioengineering efforts to control position and
time simultaneously.
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D. G. Miguez, J. Buceta, and E. Marti. Sonic Hedgehog
Signaling Switches the Mode of Division in the Developing
Nervous System. Cell Rep., 4:492–503, 2013.

[38] M. Saade, E. Gonzalez-Gobartt, R. Escalona, S. Usieto,
and E. Mart́ı. Shh-mediated centrosomal recruitment of
PKA promotes symmetric proliferative neuroepithelial cell
division. Nat. Cell Biol., 19:493–503, 2017.

[39] M. A. Nowak, M. C. Boerlijst, J. Cooke, and J. M. Smith.
Evolution of genetic redundancy. Nature, 388:167–171,
1997.

[40] J. M. Dias, Z. Alekseenko, J. M. Applequist, and J. Ericson.
Tgfβ signaling regulates temporal neurogenesis and potency
of neural stem cells in the CNS. Neuron, 84:927–939, 2014.

[41] F. He, C. Wei, H. Wu, D. Cheung, R. Jiao, and J. Ma.
Fundamental origins and limits for scaling a maternal mor-
phogen gradient. Nat. Commun., 6:6679, 2015.

[42] O. Wartlick, P. Mumcu, A. Kicheva, T. Bittig, C. Seum,
F. Jülicher, and M. González-Gaitán. Dynamics of Dpp
Signaling and Proliferation Control. Science, 331:1154–1159,
2011.

[43] P. Fried and D. Iber. Read-Out of Dynamic Morphogen
Gradients on Growing Domains. PLOS ONE, 10:e0143226,
2015.

Acknowledgements

We thank Marius Almanstötter, Marcelo Boareto, James Briscoe,
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