Complete r-partite r-graphs are Sidorenko
A brief exposition

Yuval Wigderson

Abstract

The result in the title of this note is extremely useful, and also well-known. However,
I have been unable to find a concise proof of it, using modern terminology and notation.
The aim of this note is to fill this gap.

Since the goal of this note is to present the result quickly, the note is structured
somewhat unusually: we begin with the statement and proof, and only afterwards give
a historical survey and indicate why this result is interesting.

1 Notation and terminology

For an integer r > 2, an r-uniform hypergraph (or r-graph for short) consists of a finite
vertex set V' and a collection of (hyper)edges E C (‘:), each comprising r vertices. Given
two r-graphs H and G, a homomorphism ¢ : H — G is a function V(H) — V(G) which
maps edges to edges. The set of all homomorphisms ¢ : H — G is denoted by hom(H, G),
and we define the homomorphism density to be

_ [hom(#, G)|

t(H,G) = EEIECE

This is the fraction of all functions V(#H) — V(G) which are homomorphisms; equivalently, it
is the probability that a random function V(H) — V(G) is a homomorphism. If the vertices
of H are vy,..., v, then we may equivalently write

Here, the expectation is over uniformly and independently random vertices Xi,---, X, €
V(G), and we abuse notation and denote by G also the indicator function of edges of G; in
other words, G({u,...,u,}) equals 1 if {uy,...,u,.} € E(G), and 0 otherwise.

Let K, denote the r-graph with r vertices and a single edge. An r-graph H is called
r-partite if there exists a homomorphism H — K,. The complete r-partite r-graph with
parts of size sq,...,s,, denoted Ky, ., is the r-graph whose vertex set is partitioned into r
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blocks of sizes s1,...,s,, and an r-tuple is an edge if and only if it contains one vertex from
each block. Finally, we say that an r-graph H is Sidorenko if

t(H,G) > t(K,,G)!"™ (%)

holds for every r-graph G. It is easy to see that H being Sidorenko implies that H is r-partite,
for if H is not r-partite then (x) fails with G = KC,..

2 The result and its proof

The main result of this note is the following theorem, essentially due to Erdés [4] (though
see Section 3 for more historical backround).

Theorem 1. If H is a complete r-partite r-graph, then H is Sidorenko.

Theorem 1 will follow from the following lemma. Given a positive integer s and an r-
graph H with vertices vy, ..., vy, we denote by H T (s) the r-graph gotten by making s clones
of vy, i.e. by replacing v, by s vertices v,(ll), e ,v,(f)

H[{v1,. .., vn-1, v,(lj)}] is isomorphic to H for all j € [s].

such that the induced subhypergraph

Lemma 2. Let H be an r-graph with vertices vy, ..., vy, let s be a positive integer, and
suppose that every edge of H contains vy,. If H is Sidorenko, then so is H*(s).

Proof. For any r-graph G, we may write

tH.G)= E_ I] d(xi:viee}) - E |E [T dxi:viee})
e€E(H) e€E(H)

We now apply Jensen’s inequality to the outer expectation, using convexity of the function
x +— x°, which yields
- s 1/s

t(H,G)< E E| ] 9(Xi:viee})

X1, Xn—1 Xn
e€E(H)

— 1/s

= E E I II 9txi:vce\ fubpu{x?)

Xt Xno1 | @ (9
1 h—1 X}L s ’Xh ]:1 EEE(H)

= (A" (5).G)"

The notation is somewhat convoluted, but what’s really going on is simple: by expanding
the sth power on the inner expectation, we get s iid copies X }(11), o X ,(LS) of the random

variable X},. By doing this, the factor corresponding to any edge e € E(H) now turns into



s factors, one for each of the variables X ,(11), o, X ,(ls). Thus, the complicated product we see

is really a product over the edges of H*(s), which yields the final equality.
Finally, since every edge of H contains vy, we see that |E(H™'(s))| = s|E(H)|, so the fact
that H is Sidorenko yields

tHF(s),G) > t(H,G)* > (¢(K,,G) PO = ¢(K,, G) PO @I,
showing that H*(s) is Sidorenko. O

We can now prove Theorem 1.

Proof of Theorem 1. We have that K, is Sidorenko, since (x) is simply an equality for H =
K. By applying Lemma 2, this shows that s, 111 is Sidorenko for any positive integer s;.
By applying Lemma 2 again, we find that K, 5,111 is Sidorenko for all positive integers
s1, 2. Continuing in this fashion, we conclude that Ky, s, . . is Sidorenko for any positive
integers si, So, ..., S ]

Remark. Inspecting the proof of Lemma 2 (and thus of Theorem 1), one finds that we never
really used the fact that Xi,..., X}, are uniformly random on the finite set V(G), nor that
the function G is a symmetric {0, 1}-valued function (i.e. the indicator function of the edges
of an r-graph). Because of this, the exact same proof shows that (x) holds for H a complete
r-partite r-graph even when G is an arbitrary non-negative measurable function on a product
of r probability spaces. This perspective naturally leads to the study of hypergraphons, which
we will not discuss further; see e.g. the book [10] for more.

3 History

The r = 2 version of Theorem 1 is essentially due to K6véri, Sés, and Turén [9] from 1954,
who were arguably the first to observe that simple convexity arguments (i.e. applications of
Jensen’s inequality) could be applied to the indicator function of edges of graphs to yield
interesting results in graph theory. The case for general r is essentially due to Erdés [4], who
proved it by induction on 7.

Although Erdés’s simple convexity argument yields Theorem 1, the result stated in his
paper is weaker in several fashions than Theorem 1. The first, not very significant, fashion
is that his result is only stated for balanced complete r-uniform r-partite hypergraphs, i.e.
for the case when s; = --- = s,.. The second fashion is that Erdds does not count homomor-
phisms s s — G, but rather proves that if G is a dense hypergraph on sufficiently many
vertices, then it contains a copy of K s as a subhypergraph; this is a weaker result, since
a lower bound on the homomorphism density can be used to prove the existence of copies
(see Section 4 for more on this topic). Nikiforov [11] addressed both these aspects of Erdés’s
paper by proving a counting result for copies of arbitrary complete r-partite r-graphs, but
his bound is weaker than that in Theorem 1; roughly, there is an extra factor of r in the
exponent of his version of (x).



The other main fashion in which Erdos’s paper is different from the presentation above is
in the language. His paper is written entirely in terms of hypergraphs and subhypergraphs,
rather than in the analytic language of homomorphism densities and expectations. This
analytic language was pioneered by Sidorenko (see e.g. [16, 17, 18]), and has since become
extremely prevalent in extremal combinatorics. It really appears that an analytic framework
is the “correct” framework for stating and proving results like Theorem 1, and it has had a
huge influence over the development of extremal combinatorics in the past 30 years.

As stated in the abstract, Theorem 1 is well-known among experts in the field, though I
haven’t been able to find this sort of analytic statement or proof in the literature. The result
follows from the techniques in [2, Section 5], but they prove a much more general result using
many more techniques and ideas; nonetheless, to my knowledge, that is the only place in the
literature from which one can deduce the full statement of Theorem 1 directly. If you are
reading this and know of a statement of Theorem 1 anywhere else, please let me know!

4 Why do we care?

Why do we care about proving that some hypergraphs are Sidorenko? There are a number of
reasons. One important reason is that the inequality (%) is always tight if it is true. Indeed,
if p € [0,1] is fixed and G is taken to be a random n-vertex hypergraph, where every r-tuple
is taken to be an edge of G independently with probability p, then it is a simple exercise to
show that with high probability,

t(K,,G) =p+o(1) and  t(H,G) = pPMI 4+ (1),

where the o(1) terms tend to 0 as n — oo. Therefore, () is the strongest inequality one can
hope to hold for all r-graphs G.

Another reason goes to the original motivation of Kévari-Sés—Turan [9] and Erdds [4]
mentioned above, which is the classical extremal problem for graphs and hypergraphs. Given
an r-graph H and an integer n, the extremal number ex(n,H) is defined as the maximum
number of edges of an r-graph G on n vertices which does not contain H as a subhypergraph.
Using Theorem 1, we can obtain an upper bound on ex(n,H) when H is r-partite. Note
that we have the trivial bound ex(n,H) < (%) = O(n").

Theorem 3. If H is an r-partite r-graph with parts of sizes sy, Sa, ..., S, then ex(n,H) =
0517--.,57*(n'r—l/(81'”sr))'

Proof. Observe that since H is a subgraph of Ky, ., it suffices to prove this theorem for
H =K, s IfGisan n-vertex r-graph with en” edges, then ¢(K,,G) > e. By Theorem 1,
there are at least e® " homomorphisms Ky, . — G. If G does not contain Ky, s,
as a subhypergraph, then all these homomorphisms must be non-injective. The number of
non-injective homomorphisms Ky, 5 — G is at most (sﬁé'“r)nsﬁ“'*s“l. Combining these
two bounds, we find that

(n~ Y/ (s1sr))y

S1,eySp 3

S1+---+s g
es1 Srn51+ tsr < ( 5 T)nsﬁ- +sr—1 S e=0
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and thus G has Oy,

o (nTV/ 1)) edges, as claimed. O

-----

Despite its simplicity, Theorem 3 is a foundational result in extremal hypergraph theory.
It implies the important fact that Turan densities are blowup-invariant, which in turn can
be used to give a quick proof of the Erdés—Stone—Simonovits theorem [5, 6], the cornerstone
result in extremal graph theory. For more on these topics, see e.g. the survey [7]. We remark
that the bound in Theorem 3 is not optimal; in fact, the original arguments of Kovari—
Sés—Turan and Erdds, also using convexity, yield the following stronger bound, where the
negative term in the exponent is larger by a factor of s;.

Theorem 4 (Kévari-Sés-Turén [9] for r = 2, Erd6s [4] for » > 3). If H is an r-partite
r-graph with parts of sizes sy > sy > -+ > s, then ex(n,H) = Oy, ., ("1 (s250)),

r

One further reason to care about (x) is that in general, it is extremely difficult to get
lower bounds on ¢(#H,G) when H is a general r-graph, despite the fact that the quantities
t(H,G) are of central importance in extremal (hyper)graph theory. Even in the simplest case
r = 2, and when H is the smallest non-bipartite graph K3, it was a major breakthrough of
Razborov [13] to determine the minimum value of ¢(K3, G) among all graphs G of any fixed
edge density. This result was extended by Nikiforov [12] to K4 and by Reiher [14] to all
cliques. Because of the difficulty of this problem, and the complexity of the answer proved
by Razborov, Nikiforov, and Reiher, it is extremely appealing to see that for some choices
of H, the simple (and tight!) lower bound (x) holds. In the case r = 2, it is conjectured that
this works in the maximum possible generality.

Conjecture 5 (Sidorenko’s conjecture [15]). Every bipartite graph is Sidorenko.

Despite a lot of progress towards this conjecture (e.g. [1, 3, 8, 19]), it remains open in
general. We remark that the natural hypergraph analogue of Sidorenko’s conjecture is false,
as shown by Sidorenko himself [15].

Acknowledgments I'd like to thank Jacob Fox for helpful comments on an earlier version
of this note.
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