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## Definition

A weighted adjacency matrix (WAM) for $G$ is a symmetric matrix $W$ with $W_{i j}=0$ if ij $\notin E(G)$.

Many connections between graph theory and linear algebra hold for arbitrary WAMs. The difficulty is picking a good weighting.
Example: Huang's proof (2019) of the sensitivity conjecture used a well-known connection between $\Delta(G)$ and $\lambda_{\max }(W)$, for a carefully-chosen WAM of the hypercube graph.
General problem: Understand the space of all WAMs of $G$, and optimize some quantity over this space.

## The ratio bound

## The ratio bound

## Theorem (Hoffman (unpublished))

Let $G$ be a regular n-vertex graph with adjacency matrix $A$. Then

$$
\alpha(G) \leq\left|\frac{\lambda_{\min }(A)}{\lambda_{\min }(A)-\lambda_{\max }(A)}\right| n .
$$

## The ratio bound

## Theorem (Hoffman (unpublished))

Let $G$ be a regular n-vertex graph with adjacency matrix $A$. Then

$$
\alpha(G) \leq\left|\frac{\lambda_{\min }(A)}{\lambda_{\min }(A)-\lambda_{\max }(A)}\right| n .
$$

The ratio bound is surprisingly powerful, e.g. it gives a short proof of the Erdős-Ko-Rado theorem.

## The ratio bound

## Theorem (Hoffman (unpublished), Lovász (1979))

Let $G$ be an n-vertex graph with weighted adjacency matrix W. Then

$$
\alpha(G) \leq\left|\frac{\lambda_{\min }(W)}{\lambda_{\min }(W)-\lambda_{\max }(W)}\right| n
$$

assuming all rows of $W$ have the same sum.
The ratio bound is surprisingly powerful, e.g. it gives a short proof of the Erdős-Ko-Rado theorem.

## The ratio bound

## Theorem (Hoffman (unpublished), Lovász (1979))

Let $G$ be an n-vertex graph with weighted adjacency matrix W. Then

$$
\alpha(G) \leq\left|\frac{\lambda_{\min }(W)}{\lambda_{\min }(W)-\lambda_{\max }(W)}\right| n
$$

assuming all rows of $W$ have the same sum.
The ratio bound is surprisingly powerful, e.g. it gives a short proof of the Erdős-Ko-Rado theorem.
Wilson (1984) used the weighted ratio bound to prove a vast generalization of the Erdős-Ko-Rado theorem.

## The ratio bound

## Theorem (Hoffman (unpublished), Lovász (1979))

Let $G$ be an n-vertex graph with weighted adjacency matrix W. Then

$$
\alpha(G) \leq\left|\frac{\lambda_{\min }(W)}{\lambda_{\min }(W)-\lambda_{\max }(W)}\right| n
$$

assuming all rows of $W$ have the same sum.
The ratio bound is surprisingly powerful, e.g. it gives a short proof of the Erdős-Ko-Rado theorem.
Wilson (1984) used the weighted ratio bound to prove a vast generalization of the Erdős-Ko-Rado theorem.
The main difficulty is picking a good weighting.

## Optimizing the ratio bound

Theorem (Hoffman (unpublished), Lovász (1979))
Let $G$ be an n-vertex graph with weighted adjacency matrix W. Then

$$
\alpha(G) \leq\left|\frac{\lambda_{\min }(W)}{\lambda_{\min }(W)-\lambda_{\max }(W)}\right| n
$$

assuming all rows of $W$ have the same sum.

## Optimizing the ratio bound

## Theorem (Hoffman (unpublished), Lovász (1979))

Let $G$ be an n-vertex graph with weighted adjacency matrix W. Then

$$
\alpha(G) \leq\left|\frac{\lambda_{\min }(W)}{\lambda_{\min }(W)-\lambda_{\max }(W)}\right| n,
$$

assuming all rows of $W$ have the same sum.
An optimization problem: minimize $\left|\frac{\lambda_{\min }}{\lambda_{\min }-\lambda_{\max }}\right|$ over all WAMs.

## Optimizing the ratio bound

## Theorem (Hoffman (unpublished), Lovász (1979))

Let $G$ be an n-vertex graph with weighted adjacency matrix W. Then

$$
\alpha(G) \leq\left|\frac{\lambda_{\min }(W)}{\lambda_{\min }(W)-\lambda_{\max }(W)}\right| n,
$$

assuming all rows of $W$ have the same sum.
An optimization problem: minimize $\left|\frac{\lambda_{\min }}{\lambda_{\min }-\lambda_{\max }}\right|$ over all WAMs.
For highly symmetric graphs, this optimization is pretty easy.

## Optimizing the ratio bound

## Theorem (Hoffman (unpublished), Lovász (1979))

Let $G$ be an n-vertex graph with weighted adjacency matrix W. Then

$$
\alpha(G) \leq\left|\frac{\lambda_{\min }(W)}{\lambda_{\min }(W)-\lambda_{\max }(W)}\right| n
$$

assuming all rows of $W$ have the same sum.
An optimization problem: minimize $\left|\frac{\lambda_{\min }}{\lambda_{\min }-\lambda_{\max }}\right|$ over all WAMs.
For highly symmetric graphs, this optimization is pretty easy.

- Lovász (1979): If $G$ is edge-transitive, the optimum is attained on the unweighted adjacency matrix.


## Optimizing the ratio bound

## Theorem (Hoffman (unpublished), Lovász (1979))

Let $G$ be an n-vertex graph with weighted adjacency matrix W. Then

$$
\alpha(G) \leq\left|\frac{\lambda_{\min }(W)}{\lambda_{\min }(W)-\lambda_{\max }(W)}\right| n,
$$

assuming all rows of $W$ have the same sum.
An optimization problem: minimize $\left|\frac{\lambda_{\min }}{\lambda_{\min }-\lambda_{\max }}\right|$ over all WAMs.
For highly symmetric graphs, this optimization is pretty easy.

- Lovász (1979): If $G$ is edge-transitive, the optimum is attained on the unweighted adjacency matrix.
- More generally, one can work in the Bose-Mesner algebra and use representation theory to find the optimum [Wilson (1984)].


## Optimizing the ratio bound

## Theorem (Hoffman (unpublished), Lovász (1979))
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$$
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$$

assuming all rows of $W$ have the same sum.
An optimization problem: minimize $\left|\frac{\lambda_{\min }}{\lambda_{\min }-\lambda_{\max }}\right|$ over all WAMs.
For highly symmetric graphs, this optimization is pretty easy.

- Lovász (1979): If $G$ is edge-transitive, the optimum is attained on the unweighted adjacency matrix.
- More generally, one can work in the Bose-Mesner algebra and use representation theory to find the optimum [Wilson (1984)].
Even for general graphs, this optimization is a semidefinite program, so the optimum is efficiently computable.
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This optimization problem is extremely poorly behaved!

- It's not known to be efficiently computable-l'm not even sure whether it's decidable!
- Symmetry can give heuristics, but is often unhelpful.

Example: The adjacency matrix $A$ of $K_{t, t}$ has eigenvalues $t,-t$, and 0 (multiplicity $2 t-2$ ). So we get the bound $\alpha\left(K_{t, t}\right) \leq n_{\geq 0}(A)=2 t-1$. By choosing unstructured weights (e.g. random weights), we can get the optimal bound $\alpha\left(K_{t, t}\right) \leq t$.
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## Theorem (Sinkovic 2018)

No! The Paley graph $P_{17}$ has $\alpha\left(P_{17}\right)=3$ but $n_{\geq 0}(W) \geq 4$ for every weighted adjacency matrix $W$.

The proof involves a lot of casework and is very specific to $P_{17}$.
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## Theorem (Wocjan-Elphick-Abiad (2022))

If $W$ is a weighted adjacency matrix of $G$, then

$$
\alpha(G) \leq \alpha_{q}(G) \leq n_{\geq 0}(W)
$$

This yields an infinite family of examples for Godsil's question.
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## Question

Is the inertia bound "the best" spectral bound? In particular, is the inertia bound always at least as strong as the ratio bound?

Theorem (Kwan-W. (2023+))
If $G$ is $C_{4}$-free, then $n_{\geq 0}(W) \geq 0.232 n$ for every WAM W of $G$.
If $G$ is the polarity graph of a projective plane, then $G$ is $C_{4}$-free and the ratio bound proves $\alpha(G)=O\left(n^{3 / 4}\right)$.
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## Lemma

If every row of $W$ has $L^{2}$ norm equal to 1 , then $\mathbb{E}\left[X^{4}\right] \leq 2$.
We are done under this extra assumption.
Remarkably, we will be able to reduce to this case.
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Theorem (Kwan-W. (2023+))
If $G$ is $C_{4}$-free, then $n_{\geq 0}(W) \geq 0.232 n$ for every WAM $W$ of $G$.

## Proof.

- If $W$ has large zero blocks, apply induction.
- If not, use matrix scaling: find a diagonal $Z$ so that every row of $W^{\prime}:=Z W Z^{\top}$ is $L^{2}$-normalized.
- $W^{\prime}$ is another WAM of $G$, and $n_{\geq 0}(W)=n_{\geq 0}\left(W^{\prime}\right)$.
- Let $X$ be the RV sampling eigenvalues of $W^{\prime}$.
- We have $\mathbb{E}[X]=0, \mathbb{E}\left[X^{2}\right]=1, \mathbb{E}\left[X^{4}\right] \leq 2$. Therefore,

$$
n_{\geq 0}(W)=n_{\geq 0}\left(W^{\prime}\right)=n \cdot \operatorname{Pr}(X \geq 0) \geq 0.232 n .
$$
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## Conjecture

For all $k$, there exists $G$ with $\alpha(G)=2$ but $n_{\geq 0}(W) \geq k$ for any WAM.

## Question

Is it decidable to compute the best possible inertia bound?

## Thank you!

